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1. Introduction

The development of the Multi-Anode Microchannel Array (MAMA) detector systems started in the
early 1970’s in order to produce multi-element detector arrays for use in spectrographs for solar
studies from the Skylab-B mission. Development of the MAMA detectors for spectrographs on the
Hubble Space Telescope (HST) began in the late 1970’s, and reached its culmination with the
successful installation of the Space Telescope Imaging Spectrograph (STIS) on the second HST
servicing mission (STS-82 launched 11 February 1997). Under NASA Contract NAS5-29389
from December 1986 through June 1994 we supported the development of the MAMA detectors
for STIS, including complementary sounding rocket and ground-based research programs. This
final report describes the results of the MAMA detector development program for STIS.

2. STIS Development Program

The STIS instrument was proposed to NASA in May 1985 and selected for development by
NASA in November 1985 (see Woodgate et al., SPIE Instrumentation in Astronomy VI, 627,
350, 1986). Development of STIS was severely impacted by two significant events, first the loss
of the space shutle Challenger in February 1986, and, second, the discovery of the spherical
aberration in the HST primary mirror after launch in April 1990. After the Challenger disaster it
was hoped that STIS would be installed in HST on the first servicing mission in the 1992 to 1995
time frame. However, the spherical aberration problem forced the installation of STIS to be
deferred to the second HST servicing mission, allowing COSTAR, the corrective optics package,
to be installed in HST on the first servicing mission.

In March 1991, STIS was descoped in response to budget problems within the HST project. As
originally proposed, STIS incorporated two CCD detectors with formats of 2048 x 2048 pixels for
the visible and near IR spectral regions, and two MAMA detectors with formats of 2048 x 2048
pixels for the near- and far-ultraviolet spectral regions. After descope, STIS incorporated one
CCD detector with a format of 1024 x 1024 pixels and two MAMA detectors with formats of
1024 x 1024 pixels. This configuration of STIS was accepted by NASA in October 1991.

Development continued and STIS was finally installed in HST on the second servicing mission in
February 1997. As of this date STIS, and the MAMA detectors are being commissioned for
science operations. Details of the STIS instrument configuration and the on-orbit performance can
be found on the Internet on the STIS homepage at http://hires.gsfc.nasa.gov/stis/stispage.html.

3. STIS MAMA Detector Systems

When STIS was proposed the MAMA detector systems had already reached a high level of
maturity with MAMA detectors having formats as large as 256 x 1024 pixels in use at ground-
based telescopes and under development for flight on sounding-rocket instruments (see Timothy,
Pub. Astron. Soc. Pacific, 95, 810, 1983). However, under the impetus of the STIS program, a
number of significant advances were made with the MAMA technology. These advances included:

1. The development of high-gain curved-channel microchannel plates (C-plate MCPs) in formats
as large as 50 mm in diameter for use with the (1024 x 1024)-pixel MAMAs. C-plate MCPs
with 12-micron-diameter channels on 15-micron centers, and with 10-micron-diameter
channels on 12-micron centers were successfully fabricated. In a parallel development C-plate
MCPs with 8-micron-diameter channels on 10-micron centers were also fabricated.

2. The initial development of C-plate MCPs in formats as large as 85 mm in diameter for use
with the (2048 x 2048)-pixel MAMAs.




3. The development of new MCP geometries, including MCPs with curved front faces to match
spectrometer focal surfaces and planar output faces to match the readout arrays, and MCP
structures with very-high dynamic ranges.

4. The development of the capacitatively- and inductively-balanced fine-fine anode-array
geometry for the MAMA readout arrays. This geometry greatly improved the uniformity of
response from pixel to pixel.

5. The fabrication and test of fine-fine MAMA readout arrays with formats of 1024 x 1024 pixels
(pixel dimensions of 25 x 25 microns?), and formats of 2048 x 2048 pixels (pixel dimensions
of 25 x 25 microns®). The arrays with formats of 2048 x 2048 pixels were fabricated as four
contiguous (1024 x 1024)-pixel arrays for redundancy and to increase the total array count
rate capability. In a parallel development fine-fine anode arrays with pixel dimensions as
small as 14 microns have been fabricated.

6. The development of the high-resolution (“hi-res”) decode algorithm for the MAMA readout
arrays. This increases the resolution by a factor of two in each axis with the ultimate
resolution set by the center-to-center- spacing of the channels in the MCP. The (1024 x
1024)-pixel array with 25 x 25 microns® pixels in standard (“lo-res”) readout mode, for
example, becomes a (2048 x 2048)-pixel array with 12.5 x 12.5 microns? pixel in “hi-res”
mode.

7. The development of a flight-quality image decoding ASIC for the MAMA readout system.
This ASIC can decode pixel addresses from arrays with formats of 224, 360, 960, and 1024
pixels and can provide data in both “lo-res” and “hi-res” modes .of operation under electronic

control.

8. The development of flight-quality ASIC amplifier and discriminator circuits for the MAMA
detector system.

9. The development of flight quality open and sealed MAMA detector tubes for operation at
wavelengths from the far ultraviolet to the near IR.

10. The flight of far ultraviolet MAMA detector systems on sounding rockets.

11.The operation of visible-light MAMA detector systems on ground-based telescopes,
particularly for high-time-resolution applications including speckle interferometry and speckle
imaging. : '

Details of these different development activities are described in the representative publications
attached to this report, and in the references contained therein.

The STIS MAMA detectors are now being brought into operation on orbit. Simultaneously, STIS-
format MAMA detectors are being prepared for use in a number of other instruments, including the
High-Resolution EUV Spectroheliometer (HiRES) sounding rocket payload (Timothy et al.,
Opt. Eng. 30, 1142, 1991). Observations at ground-based telescopes with the visible-light
MAMA detector systems are also continuing, with coordinated observations anticipated in support
of the STIS science program, e.g., observations of flare stars.

The MAMA technology has the capability for even further improvement in areas such as detective
quantum efficiency, local and global dynamic range, and the reduction of weight, volume, and
power, while retaining the unique capabilities for fast timing and photon-limited noise
observations. Developments in all of these areas are continuing,




Recent developments with VUV and soft x-ray detector systems
J. Gethyn Timothy

Center for Space Science and Astrophysics, Stanford University, ERL 314,
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ABSTRACT

Recent developments with detector systems for use at vacuum ultraviolet (VUV) and soft x-ray wavelengths have emphasized
improvements in the detective quantum efficiencies and the capability for high-resolution imaging while retaining a high
photometric accuracy. This paper compares and contrasts the performance characteristics of the three principal classes of
imaging detector systems currently under active development, namely, the bare Charge-Coupled Device (CCD), the intensified
CCD, and the microchannel plate (MCP) coupled to different imaging electronic readout systems.

L__INTRODUCTION

The vacuum ultraviolet (VUV) and soft x-ray spectral region from about 2000 A down to about 1 A can be divided into a
number of different domains based on practical limitations, as shown in Figure 1. Between about 1050 A (the short
wavelength cut off for LiF) and about 20 A (the long wavelength cut off for an Al window that can withstand a pressure of 1
atmosphere) no rugged window materials are available and open-structure deteclor systems must typically be employed.
Further, until the recent development of synthetic multilayer coatin 5,1 grazing-incidence optical systems were required in
order to produce a high reﬂcx:(ivitxat wavelengths below about 300 A. For the purposes of this review paper, the wavelength
range from about 300 A t0 2000 A will be considered the VUV, and the wavelength range from about 1 A t0 300 A will be
considered the soft x-ray region. However, it should be noted that the term EUV (extreme ultraviolet) is usually used to
describe the wavelength range from about 300 A 101200 A, and the term XUV is often used to describe the wavelength range
from about 100 A to 300 A. Because of the recent developments of synchrotron and storage-ring radiation sources and high-
power short wavelength lasers, and also because of access w this wavelength region for astrophysical studies in space, there is
currently a major thrust to develop new types of VUV and soft x-ray detector systems. Particular emphasis is being placed on
increasing the data collection efficiency, first, by improving the detective quantum efficiency (DQE), and, second, by adding
an imaging capability while retaining the photometric accuracy of the detector systems. This paper describes the three
principal classes of imaging detector systems currently under active development, namely the bare Charge-Coupled Device
(CCD), the intensified CCD, and the microchannel plate (MCP) with different imaging electronic readout systems, and
compares and contrasts their performance characteristics.

2. _BARE CCDs

The Si CCD is being used for a wide variety of scienlific applications, principally because of its imaging capability, linear
response and very high quantum efficiency at visible and near infrared wavelengths (see Figure 2.2 At high light levels,
thick, front-side illuminated CCDs can be employed. However, for very low light level applications, such as astronomical
imaging, thinned, back-side illuminated CCDs must be employed to minimize background events caused by cosmic rays and
radioactive sources. Another factor affecting the low light level operation of CCDs is the readout noise. At slow readout
rates (~10 to 100 KHz) read noise levels in the range from 5 1o 15 electrons rms have been achieved. However, at these rates,

it takes many seconds to read out a large-format imaging CCD with the order of 800 x 800 pixcls.3 A further source of
background noise in CCDs is the instrinsic dark current of Si. Cooling to the order of -90°C is typically required to reduce

the dark current to levels of less than 10-2 electrons pixel *! 571, in order to permit long integration times.4

The absorption path length for photons in Si has a maximum between 2500 and 3000 AS vuv photons are absorbed close
to the surface of the device, and thinned back-side illuminated CCDs must be employed. In-order 10 obtain a high DQE at
VUV wavelengths, a number of techniques are currently being investigated. The first is to use a downconverting phosphor

such as coronene, which absorbs the VUV photon and emits a visible-light photon at wavelengths near 5000 A6 Amore
effective technique is 10 bend the band structure near the surface of the CCD in order to drive the electron-hole pairs into the

depletion region. Various techniques are currently being employed to induce this effect, namely, ultraviolet ﬂooding.S
coating the surface of the CCD with a platinum ﬂashgam.2-7 and ion implan!aﬁon.3-9

At soft x-ray wavelengths below about 100 A, the absorption path length for a photon in Si increases significantly and thick
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Figure 1. Operating ranges for optical components and detectors in the VUV and soft x-ray spectral region.

front-side illuminated CCDs can again be employed. Further, since one electron-hole pair is produced for approximately every

3.5 eV deposited in the depletion region, multiple electron-hole pairs are produced and the CCD can be used in a pulse-
counting mode at soft x-ray wavelengﬂts.lo At wavelengths below about 10 A (~1 keV), sufficient electron-hole pairs are
produced to allow a high degree of energy resolution. At wavelengths longer than about 10 A, the energy resolution is
currently limited by the readout noise. Resolutions significantly better than 200 eV have been obtained at soft x-ray energies
above about 1keV (~13 A).11 One problem with the operation of CCDs at soft x-ray wavelengths is that the photon is
sufficiently energetic to pass through the thin depletion layer. For this reason, the development of "deep depletion” CCDs is

now in progress in otder to improve the DQE at soft x-fay energies above about § keV.12:13 The energy resolution is also
degraded if the electron-hole pairs are divided between two or more pixel sites. 10 :

Another factor that must be taken into consideration is the very wide wavelength response of the CCD. Many VUV and soft
x-ray sources, particularily astrophysical sources, emit significantly more strongly at longer wavelengths. The elimination of
this "red leak” is mandatory if the VUV or soft x-ray image is not 1o be obscured by longer wavelength scattered light The
filter that has the best transmission at soft x-ray wavelengths, but is opaque to longer wavelength radiation, is a thin Al
foil.14 A 1500 A thick, freestanding Al foil which has a visible light rejection of the order of 108 10 109, has a long
wavelength cut off near 500 A, Sn filters, although less rugged, can be used to efficiendy transmit radiation at longer
wavelengths to about 750 A 15 although the level of visible light rejection will be lower than that of Al. The exact level of
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Figure 2. Measured and expected interacting quantum efficiency for a VUV enhanced back-illuminated
CCD (courtesey J. Jancsickz).

VUV and visible-light rejection required for an x-ray CCD will depend on the specific application. However, until efficient
short pass VUY filters are developed (for example, an alkali metal ﬁllerm) the use of CCD:s for direct imaging at wavelengths
between about 750 A and 3000 A will not be practical for many applications. For spectroscopy, even if long wavelength
radiation is effectively suppressed by means of a double pass spectrometer, detectors employing conventional photoemissive
cathodes such as Csl, KBr and CsTe, and operating with zero readout noise, will often prove to have higher DQEs,
particularly for low signal level applications.l7 The largest format CCDs in use today at VUV and soft x-ray wavelengths
are, first, the Texas Instruments Corp. thinned, back-side illuminated three-phase (800 x 800)-pixel chip3 and the front-side
illuminated uniphase (800 x 800)-pixe! chip,!8 both with 15 x 15 microns? pixels, and, second, the front-side illuminated
uniphase (1024 x 1024)-pixel chip with 18 x 18 microns2 pixcl.s.19 Tektronix Inc. are working towards a thinned, back-side
illuminated (2048 x 2048)-pixel chip with pixel dimensions of 27 x 27 micronsZ, and currently have devices with formats of

(512 x 512)-pixels under evaluation.20
d.INTENSIFIED CCDs

For studies at VUV and soft x-ray wavelengths, where a high level of rejection of longer wavelength radiation is required,
"solar blind" photoemissive cathodes are commonly used.2! These can be incorporated into an image intensifier and optically
coupled 10 a solid state array such as a CCD. This type of detector can be operated either in an analog mode with the charge
integrated in the CCD prior to readout, or, at low signal levels, in the pulse-counting mode where the CCD is read out at a
fast enough rale 1o identify each detected photon. Although a number of different types of image intensifier and solid state
array combinations are currently in use,22 the proximity-focussed MCP intensifier tube (Generation [I wafer mbc23) coupled
to a CCD is becoming the most popular imaging system because of the lack of image distortion, and because it can be used
in an open-structure mode at VUV and soft x-ray wavelengths between about 1050 A and 20 A. The structure of this type of
intensified CCD is shown in the schematic in Figure 3. A high-gain MCP, which can be cither a "chevron” or "Z-plate”
stack,24.25 or a single curved-channel MCP,26 is used 10 amplify the photoelectron to produce a charge cloud of 104 10 106
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electrons. This charge cloud is then accelerated into a phosphor which emits visible-light photons and provides an additional
gain of the order of a factor of 10. The photons from the phosphor are then optically coupled by means of a fiber-optic

faceplate into the pixel sites of the CCD.

Figure 3. Schematic of MCP-intensified CCD detector system.

The advantages of the MCP-intensified CCD are its modular construction, relatively low operating voltages, and the
elimination of the requirement for the CCD to survive the environmental conditions required for photocathode processing,
particularly bake at temperatures in excess of 300°C. In addition, a very-large-format MCP can be optically coupled to a
mosaic of smaller CCDs to produce a detector with a larger active area than can be obtained with a single CCD.27.28 The
principal limitation of this type of image intensifier is the relatively long decay time of the phosphor. In the pulse-counting
mode, corrections must be made for the photons detected on more than one readout cycle of the CCD. Also, at high gain
levels the light spot from the MCP intensifier tube is many pixels in diameter. Prior-frame-subtraction and centroiding
techniques are accordingly required to obtain both a high photometric accuracy and the full spatial resolution of the CCD.
Even with these techniques, the maximum output count rate is scene dependent, i.c., much lower for flat fields than for

isolated point or line emission sources, and is typically limited to the order of 1 to 5 counts 51 pixcl'1 (random).29

The optimum photocathodes for usc at VUV and soft x-ray wavelengths at this time are the alkali halides; opaque Csl from
about 1800 A w0 about 10 A 30.31,32 3n4 1ow-density "fluffy” CsI from about 1 to 50 A33 (see Figure 4), KBr from about
1400 A to below 50 A,3435 and MgF5 and LiF from about 1200 A to below 20 A.30.36 An opaque CspTe photocathode
protected by a MgF2 window in a sealed tube can also be used at wavelengths between 1150 A and about 3000 A

Because it was originally feared that high quantum efficiencies would not be obtained when an alkali halide photocathode was
directly deposited on the front face of an MCP, an alternative form of direct-bombardment intensified CCD with an oblique

focused opaque photocathode37 has been employed. A system of this type (see Figure 5) has recently been flown in a high-
resolution VUV sounding-rocket spectrometer (E. B. Jenkins, private communication). However, recent results with thick
(~15000 A) alkali-halide photocathodes on MCPs suggest that high quantum efficiencies at VUV wavelengths can be obtained
with high-gain MCPs having channel input bias angles of 15° or grealer.32v34 although the quantum efficiencies are still
lower than those reported for planar photo<:athodes.38 At soft x-ray wavelengths, the MCP channel input bias angle should
be selected to take advantage of the strong increase of the quantum efficiencies of the atkali-halide photocathodes at high

angles of incidence.39
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4. _MCPs WITH IMAGING ELECTRONIC READOUT SYSTEMS

A number of different electronic readout systems are in use with high-gain MCPs or are under development at this time 22.40
These include the discrete-anode anay3l, the resistive-anode array (RM\IICOI‘NI).‘”-“2 the wedge-and-strip (WS) array,43'44
the crossed-wire array (High Resolution Lmager),43 the coded anode-array (CODACON) 46 the coincidence-anode multi-anode
array (MAMA), 3147 and delay-line arrays.48 All of these arrays have the general form shown in the schematic in Figure 6.
A high-gain MCP with an opaque photocathode on the front face, or a semi-transparent photocathode mounted in proximity
focus with the front face, is mounted in proximity focus with the readout array of electrodes.

Figure 6. Schematic of high-gain MCP electronic imaging detector system.

In the discrete-anode array the output charge cloud from the MCP is collected on a metallic anode which is directly connected
10 an amplifier and discriminator circuit. The dimensions of the anode define the pixel dimensions, anodes as small as 100
microns in width have been fabricated to date. This type of readout array has a very-high dynamic range but the total number
of pixels is limited by practical considerations of connector and electronic technologies 1o the order of 500 or less. Output

count rates as high as 106 counts mm-2 5! (random) have been achieved with a coincidence loss of less than 10% with
MCPs having gains of the order of 106 electrons pulse-1.

The resistive-anode array or RANICON uses a resistive sheet as the anode, and charge-division- or rise-time-encoding
techniques to determine the spatial location of the detected photon. Formats as large as 500 x 500 pixels with a spatial
resolution of the order of 40 microns have been achieved to date. Because the resistive-anode array employs an analog-
interpolation technique to determine the spatial location of a detected photon, MCP gains in excess of 107 electrons pulse”

are required to obtain the optimum spatial resolution and the maximum array count rate is currently limited to the order of

about 4 x 104 counts s°! (random).
The wedge-and-strip (WS) array operates in a similar manner (o the resistive anode array, but employs specially shaped
conducting electrodes to effect the charge division for determining the spatial location of the detected photon (see Figure 7).

The WS array has very similar performance characteristics to the resistive-anode array, but a better spatial resolution for a
given MCP gain because of the elimination of shot noise in the resistive sheet.
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Figure 7. Schematic of a three-electrode wedge-and-strip array
(courtesy O. Siegmund).

The crossed wire-array or High Resolution Imager (HRI) is a more complex version of the resistive anode array, employing a
series of discrete anode wires linked by resistive coupling electrodes. Although the HRI employs an analog interpolation
technique 1o determine the spatial location, it has a higher dynamic range and spatial resolution than the RANICON or WS§
arrays because of the larger number of amplifiers employed in each axis. The Advanced HRI*9 which employs 65 amplifiers
in each axis, is planned to have an active area of 100 x 100 mm?Z and a spatial resolution of about 25 x 25 micronsZ.

The coded-anode array (CODACON) employs a gray-code electrode configuration to determine the spatial location of the
detected photon on a set of discrete pixel electrodes. Because the CODACON employs a capacitive coupling technique to
transfer charge to the encoding electrodes, it produces a lower signal-1o-noise than the all conducting electrode readout systems
and has not yet been operated efficiently in a two-dimensional imaging configuration.
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Figure 8. Schematic of a one-dimensional coarse-fine coincidence anode array .
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The coincidence-anode multi-anode array (MAMA), which has been designed from the outset to provide the maximum spatial

resolution and dynamic range, employs a set of discrete pixel electrodes linked in an all conducting 2N coarse-fine encoding

system (see Figure 8) to determine the position of the detected photon. In a (1 x 1024)-pixel linear array a total of 64
amplifiers are required to determine the location of the detected photon. A two-dimensional imaging array is constructed
using two orthogonally oriented amays, fabricated by means of a multi-layer technique, with the two sets of conducting
clectrodes insulated from each other by a SiO; dielectric layer. A (1024 x 1024)-pixe! imaging array (see Figure 9) requires a
total of 128 amplifiers (64 in each axis). The MAMA readout array geometry is currently being optimized in the (256 x
1024)-pixe!l format with 25 x 25 microns2 pixels.50 The theoretical spatial resolution of 25 microns FWHM and a position
sensitivity of better than 1 micron have been demonstrated. The (1024 x 1024)-pixe!l array with 25 x 25 microns2 pixels will
be under test in the second quarter of 1988 and a (2048 x 2048)-pixel array with 25 x 25 microns2 pixels is expected to be
completed by end of 1989. Amays with 14 x 14 microns? pixels will also be fabricated later in 1988. The current MAMA

electronics system has a pulse-pair resolution of 100 ns, giving a total array count rate of 106 counts s-! (random) with a

10% coincidence loss.

Delay-line anode arrays are currently in a very early siage of development, but have already demonstrated the capability to
produce a spatial resolution of better than 100 microns.
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Figure 9. (1024 x 1024)-pixel coincidence-anode MAMA array with 25 x 25 microns? pixels.
5.__SUMMARY

High-resolution imaging detector systems with high DQEs are currently under active development for use at VUV and soft
x-ray wavelengths. Bare CCDs can provide simultaneously high-spatial and high-energy resolutions and can operate in the
pulse-counting mode at soft x-ray wavelengths, but VUV enhancement techniques are still in an early stage of development.
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The largest format CCDs that can be forseen in the near future have active areas of about 5 x 55 mm2. MCP-intensified
CCDs and MCPs with electronic readout systems can provide a high level of visidle-light rejection and a high DQE at VUV
and soft x-ray wavelengths through the use of "solar blind* photocathodes. MCPs with active areas of up to 140 mm in
diameter are currently available, and imaging systems with active areas of up to 100 x 100 mm2 are under development. Both
the MCP-intensified CCDs and the MCPs with electronic readout systems can be used in the pulse-counting mode at all VUV
and soft x-ray wavelengths.
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Status of the MAMA Detector
Development Program

J.S. MORGAN AND J.G. TIMOTHY

Abstract

Large format 2048 x 2048-pixel Multi-Anode Microchannel Amay (MAMA) detectors
are being developed for use in the Hubble Space Telescope. The first of these large for-
mat MAMA detectors is scheduled to be built by spring of 1989. Other flight and
ground-based programs using MAMA detectors include a rocket flight in 1988, speckle
imaging, and astromelry. Lmprovements in the detector design continue to be made.
Inidal tests have shown that fixed pattern sensitivity variations have been greatly
reduced by the use of a redesigned anode amray. Laboratory measurements are being
made to quanlify the performance of MAMA detectors. The stability of flat fields taken
with 2 bialkali MAMA is shown to vary with exposure ume. These variations are attri-
butable solely to problems with the photocathode. Measurements are presented which

show that centroid positions may be computed from MAMA data to an accuracy of at

~ least 0.01 pixels.

Users of imaging detectors for scientific applications are typically characterized
by strong interests in the sensitivity, pixel format, dynamic range, stability, and cost of
such detector systems. Projects like the MAMA detector development program exist in
attempts to placate the properly insatiable desires for better imaging detectors. The
Multi-Anode Microchannel Amay (MAMA) detectors are zero read-noise, photon-

counting imaging arrays with random read-out electronics. As such these detectors excel
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in applications that require detection of very low intensity signals which would be
swamped by the presence of detecior read noise. They also are good detectors for appli-
cations which require high time resolution because unlike serial read-out detectors like
CCDs, the detection of individual photons may be sampled and recorded at megahertz
rates independent of where on the array the photoas may arrive. Currendy the lack of
suitable blocking fillers makes MAMA detectors an attractive choice over CCDs in the
ultraviolet because UV MAMAS can be made completely insensitive to visible radiation

by the choice of a suitable photocathode.

At Stanford University we are involved in the construction, evaluation, and the
application of these deiectors. Working MAMA detectors are cumrently available in for-
mats as large as 256 x 1024-pixels with pixel dimensions of 25 wm square. However, a
major effort is being made both at Stanford and at Ball Aerospace in Boulder, Colorado
to construct 2048 x 2048-pixel UV MAMA detectors for use in the Space Telescope
Imaging Spectrograph (STIS). WOODGATE et al. {1] give a detailed description of the
STIS instrumentation. Two 2048 x 2048-pixe! MAMA detectors will be flown on
board STIS. One will have Csl deposited directly on the microchannet plate and will be
seasitive to light of wavelengths between 1050 and 1700 A and 2 second will have a
Cs;Te photocathode with high sensiuvity between 1700 and 3000 A. Figure 1 shows
the rough design of the array layouts and window structures planned for these two
detectors. Owing to the lack of materials with high Uransparencies at the shortest of
these wavelengths, the window for the Csl detector is of a thin domed design. The tilt
of the window is required by the multiple modes of operation of the STIS. The anode
arravs for the 2048 x 204S-pixel detectors are to consist of four 1024 x 1024-pixel subar-
rays constructed on the same quartz substrate with a single pixel dead space between
each subarray. A major milestone on the way to producing the 2048 x 2048-pixel dev-
ice is the consiruction of an independent 1024 x 1024-pixe!l array. Each of the subar-
rays will have its own set of decoding and amplifying electronics and may be operated
independently of the other three. The STIS project requires the miniaturization of the
amplifier and decode circuitry for the flight systems. This design was chosen to minim-

ize single point failures of the detectors through redundancy of components, to increase

the dynamic range of the full 2048 x 2048-pixel device to approximately 4 x 108 counts
™! through multiplexing, and to permit the development of the detector to proceed in a

modular fashion by allowing the development of the elecuonics lo take place at the
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time that the 1024 x 1024-pixel arrays are being built and tested. The project is
currently on schedule for the completion of the first 1024 1 1024-pixel detector by the
end of 1987. Plans have been made to assemble the fist 2048 x 2048-pixel detector by
spring of 1589

Telescopic observations using MAMA detectors represent the practical applica-
tion of the detector system. In addition o the development work being done for the
space telescope, ground- and rocket-based observations are being made. A program
with Professor Burton Jones at Lick Observatory is underway to evaluate the detector
for use in astrometry both with Ronchi ruling instrumentation and through direct imag-
ing. The direct imaging observations have been motivated by the results of recent

laboratory measurements that suggest that MAMA detectors may have very fine
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Figure 1. (2) Schematic of 2048 x 2048-pixel anode arrays and the re-entrant window
for the Cs;Te MAMA detector for STIS. (b) The thin, domed LiF window for the Cs!
"MAMA detector.
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position sensitivity. The results of some of these laboratory measurements are discussed
below. A MAMA detector is scheduled 1o fiy on a rocket flight in May of 1988 in an
effort to obwin an ulraviolet image of M82 and an edge-on spiral galaxy. This project
is headed by Dr. Andrew Smith of the NASA Goddard Space Flight Center.

In collaboration with Dr. Keith Hege of Steward Observatory speckle observa-
tions of the asteroid Vesta and several binary stars were made late in 1986 with 2 256 x
1024-pixe] biatkali MAMA in order to evaluate the performance of the MAMA detec-
tor in this demanding application. Initial evaluation of these data indicate that the point
spread function of MAMA detectors is very stable and independent of count rate. Fig-
ure 2 shows laboratory measurements of the point spread function of a bialkali
MAMA detector. The measurements were made by shining a spot of light with subpixel
dimensions on the detector. A logarithmic scale is used oa the ordinate of the graph.
The pixels adjacent to the illuminated pixel show approximately 10% crossulk. Past
efforts to do speckle imaging with other detectors have been severely limited by varia-
tions in their point spread function which induce artifacts in the data reduction. The ini-
tial analysis of the MAMA speckle dau indicates that the noise level in the power
spectrum caused by variations in the detector point spread function is at least an order
of magnitude smaller in the MAMA data than that seen in either intensified vidicons or
in the PAPA detector. An 5-20 MAMA has been constructed for use on speckle imag-
ing applications. The increased red response of the S-20 photocathode is imporant for
speckle observations because the atmospheric comelation time increases with
wavelength. A red sensitive detector is extremely valuable for this application for it

allows longer integration times which effectively increases the signal to noise ratio

available in each image.

The rest of this paper will focus on the progress we have made in the construc-
tion and evaluation of MAMA detectors. Besides expanding the format of the amays
our current efforts have focused on improving the anode read-out of the detectors and
incorporating third generation, GaAs photocathode lechnology into the tubes. Our
interest in the speckle imaging applications for the MAMA detector is currently
motivating our efforts to build a GaAs MAMA,; the increased quantum efficiency and
red sensitivity of the GaAs photocathode make it even more desirable than the §-20
MAMA for the speckle application. However, the astometric program would also
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Figure 2. The point spread function of a biallali MAMA detector. The logarithmic
scale on the ordinate enhances the appearance of the signal in pixels adjacent to the

peak.

benefit greatly by the availability of such a device. We have made preliminary designs
for a 244 x 960-pixel GaAs detector with 14 pn square pixels and are currently in the

proposal stage secking funds for its construction.

We have recently made major improvements in the performance of MAMA
detectors by utilizing a new geomety in the anode array. Until recenty all MAMA
anode arrays have been based on a series of "coarse™ position anodes interleaved with
anodes which encode the “fine” position information. A description of the "coarse-fine”
amays is given by TIMOTHY [2}. These “coarse-fine™ arrays suffer from a fixed pat-
tern sensitivity variaion which is caused by uneven inductive or capacitive coupling
between anodes in the amay. While this fixed pattern sensitivity is easily and com-
pletely temoved by flat-fielding, this is difficult to do with some applications such 25
speckle imaging. The new generation of anode arrys has eliminated the capacitive anc
inductive imbalances present in the older arrays by incorporating only “fine™ anodes ir
the arrays. Figure 3 shows raw measurements of 2 uniformly illuminated field taker
_ with a “coarse-fine™ detector and similar measurements taken with a “fine-fine” detector -

The daa for the “fine-fine” detector were taken at Ball Aerospace by Mr. RL. Bybee
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and Mr. HE Culver. Almost all of the variations seen in the "coarse-fine” data are
attributable to the fixed pattern variations in the detector. In contrast, the variations seen

in the "fine-fine™ dau are mosty due to shot noise of the input photon flux.

In addition to improving the flat-field response of the detector, the “fine-fine”
amays may enable us to use stacked microchannel plates in place of the single curved
channel plales currently used in the detectors. In the past chevrons could not be used
in MAMA detectors owing to incompaubilities between the anode amrays and the spatial
size of the output pulses in chevron plates. No such incompatibilities exist with the
"fine-fine” arrays. Use of a two-stage MCP configuration in the tubes could improve the
amplification of the input signal and the dynamic range of the device. The point spread
functions of the “fine-Gne” arrays have not yet been measured. but it is expected to he
significantly improved over that seen for the coarse-fine arrays (Fig. 2) owing to the
decreased level of cross-talk between anodes.
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Figure 3. A comparison of raw flat field data using MAMA detectors equipped with
coarse-fine and fine-fine ;encnuon anode arrays. The variations in the coarse-fine army
are fixed pattern sensitivity variations caused by cross-talk between anodes. The varia-
tions in the fine-fine array are mostly due to photon shot noise.
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Lately our evaluations of the detectors have centered on determining the flat
field subility and positon sensitivity of these devices. The detector used for these
measurements was the bialkali tube previously mentioned. This tube is known to have
a poorly processed photocathode. The quantum efficiency of this device is negligible in
the upper left comer of the aray. Figure 4 shows a ace through a cenual row of the
detector. The fine structure in the trace is the fixed patlemn sensitivity variation caused
by the cross-coupling between adjacent pixels. Figure S shows evidence that the low
sensitivity comer of the array is a result of low sensitivity in the photocathode. Figure
$a shows an 8 hour dark integration with the photocathode biased on. Figure 5b shows
a similar dark with the photocathode back-biased. The dark counts with the cathode
biased off are uniform while the counts with the cathode biased on show structure simi-

lar to that seen in flat fields taken with this device.

The flat field response of the bialkali detector is seen lo vary with exposure
time. The sensitivity of the detector’s upper left comer decreases by appronimately 20%

if the high voltage is left off or the detector is left unilluminated for several tens of

MAMA FLAT 73250 ITAZRALAD TUNE, Rew 127
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Figure 4. A row pace is shown: through the middle of a raw flat field image taken with
2 256 x 1024-pixel biallkali MAMA. The decrease of detector sensitivity to the left is
attributed to an improperly processed photocathode.
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Figure 5. Two eight hour darks are shown. (a) Dark aken with the photocathode at its
normal operating potential. (b) Dark taken with the photocathode back biased. The dark
count rate over the entire array is given for each exposure in the figure.

days. The sensitivity of this region is restored by several hours of uniform illumination
at the. normal operating voltage. Figure 6 illustrates this effect The detector was first
left unilluminated for $8 days. A series of | hour flat fields were then taken. Each flat
field was ratioed to a flat field taken after 13 continuous hours of illumination. Row
traces through some of these flat field ratios are shown in Fig. 6. The time elapsed from
the initial illumination of the detector is given for each trace by As. Photon shot noise
causes the high frequency siructure. The magnitude of the high frequency structure
increases to the left owing to the decreasing sensilivity of the detector as shown in Fig.
4. [f the flat fields were completely stable, then the slope of each trace should be zero.
This is not the case and the percentage departures from a straight line averaged over the
subintervals shown are labeled below each trace. The magnirude of the departure
increases to the left and decreases with exposure time. We interpret the measurements
shown in Figs. 4 through 6 as indications that the photocathode has a gradient in its
cesium concentration which is affected by cesium migration caused by long term flat

field exposures.

We have measured the position sensitivity of the detector by illuminating the
detector with a 3 pm (FWHM), movable spot of light The light source is mounted on a
stepper motor driven X-Y translation table. The spot was moved across the detector in
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Figure 6. A temporal sequence of row traces from flat fields raticed to a reference flat
is shown for data taken with a 256 x 1024-pixel bialkali MAMA detector. The sensi-
tivity of the left side of this detector increases as a function of exposure Lme. &1
denotes the time elapsed between the initial illumination of the detector and the time
the flat was taken. The flat ratios taken at 0 and 4 hours have been displaced upwards
by one unit for display purposes. The reference flat was taken at Ar=13 hours. The
numbers below each trace show the percentage decrease in sensitivity from the refer-
ence flat for the labeled subintervals.

I wm steps and an image of the spot was taken at cach step. These images were flat
fielded and then centroid positions were computed for each image. A linear fit was then

made 10 2 plot of the centroid vs. stepper motor positions. This fit was then subtracted
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from the data to produce the residual plot shown in Fig. 7. The ordinate units are in
fractions of a pixel- The abscissa shows the stepper motor position and is labeled in
microns. The plotted measurements span two 25 wm pixels. The residual plot of a
detector with perfect position sensitivity would be & horizontal line at a residual of zero.
Oscillations about this line are caused by the convolution of a finite pixe! dimension
with the size of the input source. These digitization errors can de modeled if the source
size is known. The dashed line in Fig. 9 shows the digitization errors calculated from a
mode! of the pixel response function of the detector and a gaussian profile of the input
spot. The standard deviation of the measured residuals from the dashed line is 0.00S
pixels. The cument measurement is limited by the statistics of the flac field and by
uncertainties in the movement of the stepper motors. We are in the process of acquir-
ing higher precision translation tables and longer flat Beld integrations in order to find
the intrinsic limitatons of the device. Measurements over larger areas are being made

10 determune if this accuracy can be maintained over several pixels.
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Figure 7. A measurement of the position sensitivity of a MAMA detector with 25 pm
square pixels is shown. A 3 um spot of know position is n oved across the detector in |
pum increments. Centroid positions are calculated at each position. The ordinate residual
is the centroid position suburacted from the known spot position. The dashed line shows
the expected residuals from a model of 2 3 um spot convolved with an estimate of the
pixel response function of the detector.
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Very-large-format pulse-counting UV detectors
J. Gethyn Timothy
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ABSTRACT

Multi-anode Microchannel Array (MAMA) detector systems with formats of 2048 x 2048 pixels and pixel dimensions of
25 x 25 um? are being developed for use in the NASA Goddard Hubble Space Telescope Imaging Spectrograph (STIS).
This paper describes the current state of development of these detector systems.

1_INTRODUCTION

The Multi-anode Microchannel Array (MAMA) detector systems are high-resolution pulse-counting imaging systems
designed specifically for use in space. The MAMA readout technique produces the highest dynamic range (~106 counts s-1
(random) with a 10% coincidence loss), spatial resolution (25 pm FWHM) and position sensitivity (<1 um) of any
currently available pulse-counting imaging detector system.] Very-large-format MAMA detector systems are currently under
development for use at ultraviolet wavelengths in the NASA Goddard Hubble Space Telescope Imaging Spectrograph

(STI1S).2
This paper describes the current state of development of these detector systems.

2. MAMA DETECTOR SYSTEMS

The detailed evaluation of the MAMA detectors is being undertaken using the (256 x 1024)-pixel systems with
25 x 25 um? pixels. Systems of this type with a coarse-fine and a balanced coarse-fine encoding electrode geometry are
currently under intense evaluation in the laboratory and at ground-based telescopes3.4 and (224 x 960)-pixel arrays with a
capacitively-balanced and inductively-decoupled fine-fine encoding electrode geometry have undergone a preliminary
evaluationd:6. A (256 x 1024)-pixel balanced coarse-fine detector system is currently being prepared for flight on a NASA
Goddard astronomy sounding rocket. This detector has an opaque CSI photocathode deposited on the front face of the MCP
and was fabricated by EMR Photeoelectric, Inc.7 Since the MAMA employs a step and repeat encoding-electrode geometry,
the size can be increased without degrading the spatial resolution or position sensitivity. The capacitance of the readout array
will increase with size, but even in the 1024 x 1024 pixel format remains small compared with the dynamic input
capacitance of the charge-sensitive amplifiers used in the current generation of electronics.

The critical requirement for a stable, long-life MAMA detector tube, used in the open-structure mode at extreme ultraviolet
(EUV) and soft x-ray wavelengths, and secaled for use with activated photocathodes at near ultraviolet and visible
wavelengths, is a properly conditioned high-gain Microchannel Plate (MCP). To date, all of the MCPs used in the MAMA
detector tube have been curved-channel MCPs,8 which produce a high gain and a narrow output pulse-height distribution
with a very low level of ion-feedback in a single plate. In order to evaluate these MCPs, in the 25-mm format for use with
the (256 x 1024)- and (224 x 960)-pixel arrays, and in the 40-mm format for use with the (1024 x 1024)-pixel arrays we
have fabricated the (1 x 100)-pixel and (1 x 76)-pixel discrete-anode arrays, shown in Figure 1.

The evaluation of the MCPs is carried out in a high-vacuum, hydrocarbon-free environment in a demountable MAMA
detector tube of the type shown in Figure 2. Only molecular absorption and ion pumps are used on these systems and the
evaluation is typically carried out at pressures below 10-7 Torr. Conditioning of a curved-channel MCP consists typically
of a bake at a temperature of 300°C or greater and a "scrub” with the MCP stimulated either by high energy (600 eV or
greater) electrons or by a ultraviolet photons from a mercury "Penray” lamp to a total signal level of not less than

0.4 Ccm-2.

The (2048 x 2048)-pixel MAMA detector (75-mm-format) for STIS will have 25 x 25 um2 pixels and an active area of
52 x 52 mm2. To increase the dynamic range and to provide redundancy for a five-year flight mission, the detector will be
constructed from four contiguous (1024 x 1024)-pixel arrays with a single-pixel dead space, as shown in Figure 3.

114 7 SPIE Vol 932 Ultraviotet Technology I (1988]




N
W

%
%
“
-
~
~
~

2 ‘ - &
,,’7;9"\ - \(& . /
AOIENN

/7

p e Y
fk}t!‘id“"a T

Figure 1. (1 x 100)-pixel and (1 x 76)-pixel discrete-anode arrays for the evaluation of the 25-mm and 40-mm-format
high-gain MCPs respectively.

As the first step in the fabrication of this detector, Ball Aerospace Systems Division (BASD)? have fabricated and now have
under test the first (1024 x 1024)-pixel detector system. The readout array for this system (see Figure 4) is identical to one
quadrant of the STIS array. All of the encoding electrodes are on only two sides of the array, although some of the output
electrodes have been brought into the other two quadrants because of substrate area limitations inside the 40-mm-format
detector tube. This array employs a capacitively-balanced and inductively-decoupled fine-fine encoding electrode structure.

The performance of the first 40-mm-format curved channel MCP, fabricated by Galileo Electro-Optics Corp (GEOC)!10 was
nominal.

3, FUTURE DEVELOPMENTS

We see no technological roadblocks to prevent the fabrication of the (2048 x 2048)-pixel MAMA detector systems. A
number of other papers in these proceedings underscore the power of this technology. With the improvements in high-gain
MCPs using the "long life” glass, recently introduced by GEOC, and with the BASD anode-array fabrication facility in
operation we see no problems in fabricating MAMA detectors in any format that can be accommodated on a
140-mm-diameter substrate. Spatial resolution and positive sensitivity will be independent of the size of the active area.
Work has now started on the design of the 75-mm-format ceramic header and tube body, and the first detector tube is expected
to be under test in the Fall of 1989 if the current rate of funding by NASA is not reduced. BASD is also sufficiently
confident of the accuracy of their lithography that we have initiated the fabrication of a set of MAMA detectors with 224 x
960 pixels and pixel dimensions of 14 x 14 um2. Speed improvements in the electronics with pulse-pair resolutions of
better than 10 ns can also be foreseen, and improvements to the high-gain MCPs should allow a linear response o greater
than 103 counts pixel-1s-1 (25 x 25 um2 pixels).
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Figure 2. Demountable MAMA detector tube for the evaluation of 40-mm-format high-gain MCPs.

a. Front view.
b. Rear view showing the 170-pin multi-layer ceramic header.
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Figure 3. Configuration of the (2048 x 2048)-pixel MAMA detector for the NASA Goddard Hubble Space Telescope

Imaging Spectrograph (STIS).
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Figure 4. (1024 x 1024)-pixel MAMA readout array with 25 x 25 um2 pixels.
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Centroid position measurements and subpixel sensitivity
variations with the MAMA detector

Jeffrey S. Morgan, D. C. Slater, John G. Timothy, and E. B. Jenkins

Initial measurements of the position sensitivity of a visible-light multi-anode microchannel array (MAMA)
detector show that centroid calculations for image spots are accurate to better than 0.04 pixels even with
sources that are essentially delta functions at the photocathode. Subpixel sensitivity variations of 10-15%
are typically found for pizels in the array. Variations as large as 30% are possible in the worst conditions.
These variations limit the photometric accuracy of the detector when very small scale features are observed.
The photometric accuracy and the position sensitivity of the detector appear to be limited by cross-coupling
effects within the anode array. Initial measurements with more recent designs of the detector show that most
or all of this cross-coupling has been eliminated. We will report on the position sensitivity of the newer
detectors when they become available for testing.

. Introduction

The precision to which one is able to define the
spatial position of an object on the focal plane of an
imaging detector is important for many applications.
In astrometry one is interested in obtaining the rela-
tive positions of stars. In spectroscopy the precise
location of spectral lines is of interest for many rea-
sons. In image processing some commonly needed
image manipulations such as rotation and alignment
require a knowledge of the positions of common fea-
tures within images. In such applications it is com-
mon practice to compute the centroid positions of
image features in an effort to obtain positions to an
accuracy of a fraction of a pixel.

A detector's position sensitivity is intimately associ-
ated with its photometric accuracy. This point will
become evident throughout the course of this article.
In some important situations the photometric accura-
cy and the position sensitivity of a detector are deter-
mined by the subpixel response of the detector. It is
therefore highly appropriate to consider these detector
characteristics together.
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Some theoretical work and numerical simulations
have been published concerning the accuracy of posi-
tion measurements. Bobroff! presents a maximum
likelihood analysis of position measurements errors
assuming a known point spread function (PSF) for the
detector. He evaluates the position errors by comput-
ing the x2 fit of data to the PSF. His analysis includes
a treatment of detector noise. Bulau? reports on nu-
merical simulations of several centroid algorithms.
The purpose for his simulations is to choose a rapid
algorithm which may be computed in real time and
implemented cheaply in hardware. Gatewood et al.34
and KenKnight® discuss the positional accuracy ob-
tainable with photographic imaging and the use of
Ronchi rulings. The focus of this paper is to delineate
and to define the limitations of position sensitivity
inherent within a class of imaging detectors known as
the Multianode Microchannel Arrays (MAMAs).

In practical use the accuracy of computed centroid
positions can be limited by the performance of the
detector used rather than the statistics or spatial width
of the input signal. Two relevant parameters to con-
sider are detector noise and the detector’s uniformity
of response across a single pixel. It is difficult to
estimate the effects of subpixel variations in the re-
sponse of the detector. In addition, users are often
lacking such detailed knowledge of the detector re-
sponse. For detectors which utilize microchannel
plates (MCPs) for the amplification of the input signal,
the issue of subpixel variations in the detector re-
sponse is important and nontrivial.

We show that, despite these practical difficulties,
highly accurate centroiding may be carried out with
MAMA detectors. Our results show that centroid po-




__frgamarx £REE
WEBOCHANN L ATE

COMNCIDE NCE - 88COC }
ARR LY g SPPY R PLANG

o o0 ELECTRODES

7

\.'\
o

—Z OPAOUE MO TOCATHOOE

/ Py B NPUT -FACE {LECTROCE
$ * N 1=-2000 v!
: ]

H T reconace rarr wee

QUART] suastearg oAl )

4
LOWLR SLaNL
CODING [LECTROOES

4 Y ~__=_ QUTPYT-FACL ELECTROOL
% P2 R W oV

AR 'U?z’-l" 2w
OUTPUT CHARGE PACKE ™ '~O° riecrrens per ~V|l)\ , $. 07 INSULATING LATLR
ST UMM R PeANT

, COOING LLICTROOLS
feryv)

LOWE® PLANE CODING ELECTRCCES (- 75V - v

QUARTY SLESTRATE \.r.);”,_‘:‘ 3
Pt

@

Conguctive Coating

A Window of

,‘/ Fiber-Optic Faceplote
Semi-Tronspareni
S Photocothade

508 Thick 5i0,
Ion Barries Membrane
MgO anti - Reftection
Cogling
Curved-Chonnei MCP

/Ancde Array

3

0]

Fig. 1. (a) Schematic of a typical MAMA detector for use at EUV
and soft x-ray wavelengths. (b} Schematic of a visible-light MAMA
detector with a semitransparent, proximity focused photocathode.

sitions may be determined with visible-light MAMA
detectors to an accuracy of better than 0.04 pixels, with
modest signal levels and with features smaller than one
pixel. We alsoaddress here the issue of subpixel sensi-
tivity variations in the MAMA detector. We show
that for MAMA tubes utilizing proximity focused,
semitransparent photocathodes, these variations are
typically of the order of 10-15%. We consider changes
to the detector which should result in considerably
improved centroid detection and smaller subpixel sen-
sitivity variations.

. The MAMA Detector

An understanding of the characteristics and operat-
ing principles of the MAMA detector is essential for
following the discussion in subsequent sections of this
article. Figure 1(a) shows the basic configuration of a
MAMA detector. There are two basic types of MAMA
. detector, those with opaque photocathodes deposited
on the front face of the MCP for use at extreme ultravi-
olet and soft x-ray wavelengths and those with semi-
transparent photocathodes deposited on a window

[N

Fig.2. Microphotograph of the poresin a microchannel plate. The
pote diameters are 12 um on 15-um centers.

that is mounted in proximity focus with the front face
of the MCP [see Fig. 1{b)] for use at near ultraviolet
and visible wavelengths. A potential difference of
~500 V accelerates the electrons which emerge from
the photocathode and the smallness of the gap limits
their lateral spread. This configuration is usually
called a proximity focus. Visible-light detectors fabri-
cated to date utilize proximity focused photocathodes
to convert the incident photon flux to photoelectrons.
A potential of several hundred volts between the pho-
tocathode and the front face of the MCP is required so
that the photoelectrons can penetrate the ion-barrier
membrane covering the channels in the MCP. The
detector used in this study contains a blue sensitive,
bialkalai photocathode on a 7056 glass window with a
separation of ~300 um between the window and the
front fact of the MCP.

A potential of a few thousand volts is applied be-
tween the front and rear surfaces of the MCP. Asan
electron hits the semiconducting layer on the glass
surface, an average of about two secondary electrons is
emitted. An avalanche develops as the electrons are
accelerated down the channel and hit the channel
walls. The channels in the MCPs used in MAMA
detectors are curved to inhibit the feedback of ions
which are liberated by the electron cascade from mov-
ing toward the front of the channels where they can
cause after pulses by stimulating secondary cascades.
The amplification achieved is a function of the L/D
ratio of the plate where L and D are, respectively, the
length and diameter of the channels. A modal gain of
~108 is achieved without significant ion feedback in a
single curved channel MCP. The geometry and uni-
formity of the channel packing for a typical MCP is
shown in Fig. 2. The channels in this MCP have
diameters of 12 um and are spaced on 15-um centers.

Two crossed anode grids are mounted in proximity
focus ~50 um behind the output face of the MCP at an
attractive potential of 80 V. Electron avalanches from
the MCP pores are collected by the crossed anode
grids, amplified, and then sent to coincidence decoding
circuitry which determines the spatial position of each
pulse.f The geometry of the anode array determines
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the pixel size and image format of the detector. The
detector evaluated has 25 X 25-um? pixels in a (256 X
1024)-pixel format.

An assumption that is normally made in centroid
detection is that the detector sensitivity is uniform
from pixel to pixel. Violation of this assumption or
improper flat-field corrections for a nonuniform re-
sponse can resultin large errors in the derived centroid
positions. Figure 3 illustrates that MAMA detectors
have good temporal stability. The figure shows the
results of dividing one flat field by another taken 58
dayslater. A 200-pointsection fromasingle rowinthe
ratio image is plotted. The row and section shown
were chosen to coincide with the region in the array in
which the position sensitivity measurements were
made. The intensity of the flat-field lamp was not
constant, as indicated by an average ratio less than
unity, but the image is uniform to within the photon
statistics of the flat-field exposures. This is indicated
by the ratio of the expected statistical errors given by
V2i, where n is the average number of counts in each
pixel, with the standard deviation, ¢,, of points in the
ratioimage. For the datain Fig. 3, n = 800 and y2ii/a,
= 1.05. At the 3% level there are no temporal varia-
tions in the flat-field corrections. Several exposures
with n = 800 were coadded for the flat field used on the
centroid data. No statistically significant differences
were found between individual flat fields or between
coadded subsets of these flat fields.

In a subsequent section we show that our position
measurements are not currently limited by the statis-
tics of the flat field. However, we also show that,
despite the temporal stability of the detector’s flat-
field response, problems were encountered in applying
these flat-field corrections to the position sensitivity
measurements. The cause of these problems is a topic
discussed at the conclusion of this paper.

Subpixel sensitivity variations can also create errors
in centroid positions. We define here the pixel re-
sponse as the relative probability of photon detection
as a function of position within a single pixel. Perfect
pixels have a uniform response. We will often loosely
refer to a nonuniform pixel response as a sensitivity
variation. The pixel response of MAMA detectorsisa
function of the proximity focus on both sides of the
MCP and the performance of the anode arrays in de-
tecting the output charge cloud. Because MAMA de-
tectors come with directly deposited and proximity
focused photocathodes, it is desirable to define the
pixel response of the detector in terms of the interac-
tion of the anode array with the output pulses from the
MCP.

At some spatial scales the channel spacing of the
MCP should cause sensitivity variations. This is espe-
cially true if the input face of the MCP has a thin film
on its front surface to block ions which could bombard
and degrade the photocathode. Owing to the film,
photoelectrons impinging on the interstitial area be-
tween the channels are absorbed without producing
secondary emission. The detector used here em-
ployed a filmed MCP. For input beams with spatial
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Fig. 3. Ratio of two flat fields taken 58 days apart. The flat-field
exposures are reproducible to within the stalistical errors of the
exposures. For each Nat field 7 = 800 counts.

widths of the order of, or smaller than, the diameter of
a single channel, the channel spacing of the MCP will
induce significant subpixel sensitivity variations.
However, numerical simulations show that these vari-
ations fall off rapidly with input beamwidth. For
Gaussian input beams with widths of 1 and 1.3 channel
diameters (FWHM) the channel spacing will induce
sensitivity variations of 50% and 15%, respectively.

The size of the smallest spot of electrons that can be
received by the MCP input face is limited by the wave-
length of the detected photon, photocathode type, and
the photocathode-to-MCP spacing. For monoener-
getic emission from a photocathode with a Lambertian
phase function (cos9), a point source on the photocath-
ode will be spread to a uniform disk of radius r on the
MCP given by

r = 20JVJV, ()

where D is the distance between photocathode and
MCP, Vyis the gap voltage, and V, is the initial energy
of the emitted photoelectrons. For visible photocath-
odes V, is typically 1 eV.” V4 and D for our detector
were 500 V and 305 £ 25 um, respectively. For these
conditions Eq. (1) gives r = 27.3 um, corresponding to a
full spot width of 54.6 um. This is far too large to be
consistent with the total point spread function (PSF)
of the detector. The detector pixels are 25 um wide.
Pixels on either side of one whose center is illuminated
by a delta function source show a response <5% of the
total intensity. An approximation roughly consistent
with the photoelectron energy distributions measured
by retarding potential techniques is given by assuming
a Maxwellian dispersion of emission energies about a
most probable value of 1 eV. However, this only de-
creases the spot size to a Gaussian profile with 42-um
FWHM.? Our measurements of the total detector
PSF require the spreading from the photocathode to
be <20-um FWHM. Later we present measurements
that show that there are no subpixel sensitivity varia-
tions attributable to the channel spacing with ampli-
tudes greater than ~2% of the peak pixel sensitivity.
From such measurements a lower limit of 16-ym




FWHM can be derived for the width of the input spot.,
Monte Carlo calculations of the beam spreading from
the proximity focus show that our constraints on the
input spot size imply an emission phase function that
is approximately proportional to cos’d. This is quite
consistent with Eberhardt’s measurements of the
transfer properties of proximity focused tubes.® For
blue light (~4100 A) on an S-20 photocathode he mea-
sured beam spreading consistent with an average radi-
al emission energy of 0.3 eV. The filter used in our
measurements had a central wavelength of 4500 A A
phase dependence of cos®9 and emission energies of 1
eV give an average radial emission energy of 0.34 eV.
Eberhardt points out that evidence indicates that the
multialkalai photocathodes (e.g., S-20) have smaller
average emission energies than bialkalai photocath-
odes. We adopt here 18-um FWHM as an estimate of
the spot size on the input face of the MCP in the
proximity focused tube.

An understanding of the array layout and coinci-
dence logic is necessary to understand what shapes the
spatial response of a single pixel. What follows is a
description of the array layout in the MAMA detectors
and a discussion of some aspects of the current coinci-
dence logic. Interested readers are referred to an arti-
cle by Timothy!? for more detail on the array layouts
and coincidence logic used in MAMA detectors.

The anode array consists of two sets of electrodes.
One axis of the pulse coordinates is encoded by each
level. Figure 1 shows how the orientation of the elec-
trodes in one level are crossed with respect to that of
the electrodes in the second level to simultaneously
encode both x and y coordinates of the detected charge
pulses. The method of position encoding is the same
for each level; only the number of electrodes in each
level differs according to the lengths of the x and y axes
of the image format. Figure 4 shows the layout for one
level of the anode array.

Each level consists of an alternating sequence of fine
and coarse electrodes. The center-to-center spacing
of the electrodes is 25 um. Pixel centers lie halfway
between adjacent anodes. Twofold and threefold
events are photoevents which trigger pulses above a
predetermined threshold level on two and three adja-
cent anodes, respectively. Onefold events are disal-
lowed by properly configuring the gap and gap voltage
between the MCP and the anode array. Twofold and
threefold events have unique addresses in the current
array layout. Events triggering pulses on four or more
adjacent electrodes do not and are therefore rejected
by the coincidence logic.

The method in which twofold and threefold events
are coadded in current versions of the MAMA detec-
tors gives rise to an asymmetric pixel response curve.
Each anode lies at the edge of a 25-um pixel. It is
therefore fairly obvious how to assign a pixel location
for any twofold event. It is less obvious how this is
done with threefold events since these events appear to
be centered on the edge of two adjacent pixels. If all
the pulses from the MCP were uniform with an ampli-
tude such that each pulse was capable of generating a
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Fig.4. Simplified layout of one level of the anode array. Thespots
denote the size of charge clouds from the MCP. Coarse electrodes
are at the top of the diagram and fine electrodes are at the bottom.

threefold event, one could safely assign all events into
12.5-pm rather than 25-um pixels. In this case pixel
centers would lie both between adjacent anodes and on
the anodes themselves. Twofold events would include
all pulses that fell between adjacent anodes and three-
folds would include all pulses that fell on an anode.
This situation is perfectly symmetric and would not
lead to an asymmetric pixel response curve. However,
the pulse height distribution from the MCP includes a
spread of pulse amplitudes and a significant number of
twofold events come from small amplitude puises inca-
pable of producing threefold events. The circuitry in
current MAMA detectors sums the twofold events ina
single 12.5-um bin with the threefold eventsin the next
highest 12.5-um bin to form a single 25-um pixel. The
result is a more uniform pixel-to-pixel response which
is less sensitive to fluctuations of the bias voltages
applied to the anode arrays. This is done at the ex-
pense of the pixel response function which becomes
asymmetric owing to the unequal number of twofold
and threefold events. By carefully tuning the bias and
threshold voltages it is possible to equalize the number
of twofold and threefold events and to therefore re-
store the symmetry of the pixel response curve, but
this can only be done at the expense of the overall
detective quantum efficiency.

. Poisson Statistics

Poisson statistics of the incoming photoevents rep-
resent the most fundamental limitation of centroiding
accuracy. Gatewood et al.* showed that for the Ron-
chi grating technique errors in stellar positions are
proportional to S71/2, where S is the total number of
counts recorded. We derive here the positional errors
in centroid calculations which arise from the shot noise
of the detected photons and show that the errors are
proportional to S~'/2in this case also. In addition, the
errors are proportional to the width of the input spot
size. We also derive here error equations appropriate
for situations where either detector noise, a uniform
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background signal, or the flat-field statistics are signif-
icant contributors to the positional uncertainties.

A centroid position is given by the following expres-
sions for x. and y_:

N
~
pRZ
=Y
. " and y, =

! N
n n
2" 2"
y

¥
where xj, y;, and n;, are the coordinates and counts
associated with the pixel in row i and column J of the
output array. The expressions for the errors in x. and
Yewill be identical except that y; will substitute for x;in
the final equation. We will therefore focus only on the
expression for the errors in x.

For formulas of the form x = u/v, the generalized law
of error propagation may be used to derive that S, the
errors in x, are given by
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where s and s?are the variance in the measurements of
u and v, respectively, and s, is the covariance of these
quantities.!! The variance and covariance are defined
by the equations

st=(u-a)i=u? -2 (4)
8§, = (u—uMv-0) =oo - o, (5)

where U and T are the average values of 1 and v.1?
From Eq. (2) we make the following substitutions for
uand v
N N
u= E 1,0 andu = z n,. (6)
1y

Yy
Using Eqgs. (4)-(6) we have derived the following rela-
tions:

N N
2 2.2
Sy = Z’t{x) + Z su‘lxjxh' G
i tjhl
N N
2 o 2
5, = zsu + Z Sikts (8)
y i
N N
Sy = z sx'r‘; + Z si}hl‘t/' (9)
i ipmkl

where s?j is the variance of ny;, the counts in the ijth
pixel and s;x; is the covariance of the counts between
pixels at coordinates ij and k,l. We show in Sec. V
that for MAMA detectors the covariance between pix-
els is negligible compared to the other terms in Eqgs.
{7)-(9) and we are therefore justified in setting s, = 0.
However, even if 5,4 were comparable to sfj this would
remain a fair approximation since Eq. (3) shows that
the effects of the increase it causes in the terms s2 and
st are approximately canceled by the increase in s,,.

We need to define the source and character of the
noise that causes sfl to be nonzero in Eqs. (7)-(9).
Datanumbers in a flat-fielded image are given for each
pixel by the formula
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(n,),
n, =, (10)

" ! (n,) '
where (n,), and (n,); are the data numbers in the
object and flat-field recordings, respectively, and the
normalization factor, ny, is the average data number in
the flat-field measurement. Using Eq. (3) we can de-
termine the variance of n,; if the variances of the object
and flat-field recordings are known. We assume that
detector read noise characterized by a variance ¢* and
Poisson shot noise contribute to the variance of both
the flat-field and the object recordings. With the
approximations we use below, the variance a2 can also
represent noise present only in the object recording
which is presumably caused by a uniform background
signal. We investigate two special cases. First, when
either read noise or a uniform background signal is
present, we have

si=n, +al (n

Second, when the flat-field statistics contribute signif-
icant noise we find

Y n,
s =n, l+; s (12)
{

where 7i; is the mean level of the flat field. In Eq. (12)
o? is assumed to be negligible, but its inclusion is a
straightforward combination of Eqgs. (11) and (12).

We first derive the position errors in the presence of
detector noise or a background signal. Weassume Eq.
(11) and substitute Eqs. (7)-(9) into Eq. (3) to find

1
N

2"

"

(a? + o), (13)

st=

where o, is the width of the spot given by

o, = (x2 - ¥, (14)

N
N,

=

, (15)

=Y . (16)

f= S . un
2"
]

If the read noise o7 is negligible, Eq. (13) shows that
Poisson noise alone causes position errors that are
proportional to the width of the object and inversely
proportional to the square root of the total number of
counts in the feature.

Equation (13) is considerably simplified when each
pixelin the object has approximately the same intensi-




ty. Thisis a reasonable approximation to use when
trying to obtaina quick estimate of the position errors.
If we assume that for all pixels

n,=a=- . (18)

we find Eq. (13) reduces to

a? 03
2= (1+; . (19)

S,

"
Read noise or a background signal is therefore insig-
nificant if its variance is significantly less than the
average data number in the object (i.e., if 07 «< a).
An expression similar to Eq. {13) may be derived for
the case where the flat-field statistics contribute sig-
nificant noise. We start with Eq. (12) and follow a

similar procedure to obtain

st= 1 [a3+_i(nx-'+ﬁ§1-2ia})}, {20)
N nf

PR

1
where again the barred terms are weighted averages
similar to the expression

(21

PR
i
It is again useful to simplify Eq. (20) by considering
the case where every pixel in the object has approxi-
mately the same data number. For this case we find

that Eq. (20) reduces to

2 "3 a
;TN (1 + ;_-l-;) , (22)
Sn
Y
where a is still defined by Eq. (18). From Eq. (22) it
becomes clear that the flat-field statistics become sig-
nificant only when the data level in the object becomes
comparable with that in the flat field (i.e.,a 2 7). For
Gaussian distributions Eq. (22) overestimates the er-
rors, but not badly. Simulations we have run show
this estimate to be within a factor of 2 of the errors

calculated by Eq. (20).

Iv. Sampling Errors

The results from the preceding section show that it is
advantageous to work with the smallest spot sizes pos-
sible if high accuracy positional information is desired.
Unfortunately, the pixel dimensions of the detector
usually limit the size of usable spots. If the spotsize is
of the order of a pixel, the positional errors are domi-
nated by errors induced by the discrete sampling of the
image rather than by the Poisson errors given by Eq.
(19) or Eq. (22). In this section we show how the
sampling errors may be calculated and we indicate the

magnitude of these errors as a function of spot size for
the case of a Gaussian spot.

For simplicity of notation we consider here the 1-D
centroid. The extension to two dimensions is obvious.
For the 1-D case the centroid position of the spot on
the photocathode is given by the equation

Ix[(x)dx
(23

x =

}[(x)dx

where f(x) is the spot profile. This position is inde-
pendent of the detector response function. The inter-
val of integration is assumed to be over the whole spot
profile for integrals without expressly given limits.
The detector centroid, 14, is influenced by two addi-
tional factors, the discrete nature of the sampling and
nonuniformities in the sensitivity across a single pixel.
By necessity we assume that all pixels have the same
sensitivity variations given by the pixel response func-
tion g(x). To calculate x4 we first define the pixel
boundaries of the ith pixel to be x, and x;+;. We then
define the pixel center %; to be given by the expression

T, tx
i= (__'_%_) . (24)

The digital centroid is then given by the equation

Sx [ steiterds

145~ . (25)

z ] " g(x)f(x)dx

We wish to compute the difference between the true
centroid position, x., and that given by the detector.
We define

Ar=x, —xq (26)

Ax is the deviation of the detector centroid from the
true centroid position, however we often call Ax the
residual because in practice we estimate Ax by assum-
ing that the true motion of the spot on the detector is
linear and then subtracting a linear fit to the data from
the data itself. The motion from our stepper motors
was not perfectly linear, but we show corrections that
we have applied that make these errors negligible.
Under these circumstances the experimental residual
differs from Ax only in that the least-squares fitting
algorithm we used induces some systematic effects
which we point out below.

For the case of perfect pixels where g(x) = 1, Eqs.
(23)-(26) may be combined to give

D f' flx)x — z,)dx

ar=-Lt— . (2"
[{(x)d:

In Fig. 5 we show the results of assuming Gaussians of
various widths for the input spot profile, f(x), and
calculating Ax from Eq. (27). The Gaussian widths
(FWHM) are given in units of a pixel width. The plots
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Fig.5. Theoretical calculations of the sampling errors as a function

of input spot width. Gaussianspotaare assumed. The FWHM spot

widths are given in units of a pixel. A uniform pixel response is
assumed.

in Fig. 5 cover several pixel widths to emphasize the
cyclical nature of the errors. It can be seen that the
magnitude of the errors decreases sharply as a function
of input spot width. The systematic errors shown in
Fig. 5 become comparable with the Poisson errors at
even moderate signal levels. For example, the Poisson
error for a spot of 1-pixel width and a total signal of
1000 counts is 0.03-pixel widths. This error is similar
to the magnitude of the sampling errors given by the
curve in Fig. § for an input spot width of 0.75-pixels
(FWHM).

InFigs. 6(a) and (b) we show the effects of an imper-
fect pixel response curve on the calculation of Ax.
Numerical integrations of Eq. (25) were done for these
calculations. We assumed a Gaussian f(x) with a
FWHM of 1 pixel. Changesin g(x) caninduce changes
in both the amplitude and the phase of the sampling
errors. This emphasizes the fact that for measure-
ments of small spots it is imperative that the function
&(x) must be well known for every pixel. In the worst
case, complex pixel-to-pixel variations in g(x) could be
caused by variations in the sensitivity of the amplifiers
attached to each anode. Practically speaking, if g(x)
varies significantly between pixels, this variation be-
comes a fundamental limitation of the detector for the
task of measuring and cataloging g(x) for each pixel is
overwhelming for a raster size of reasonable propor-
tions.

The small slope imposed on the largest amplitude
residual curve shown in Fig. 6(b) is caused by using a
simple linear least-squares algorithm to fit the oscillat-
ing curve of centroid positions. This is not an intrinsic
feature of the sampling errors. This slope can be
reduced by doing the fit over a larger number of oscilla-
tions or by using a more sophisticated fitting algo-
rithm.

V. Measurements

Measurements of the position sensitivity of a (256 X
1024)-pixel visible-light MAMA detector were made
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Fig. 7. Schematic of the experimental setup.

with the apparatus shown in Fig. 7. A power-stabi-
lized incandescent lamp was placed behind a 50-um
diam pinhole and & filter with a 500-A bandpass cen-
tered at a wavelength of 4500 A.

The lamp and pinhole were mounted on an XYZ
stage whose position was controlled by stepper motors
with a step resolution of 20 um. An inverted all re-
flecting objective with a working distance of 24 mm
was used to minify the image of the pinhole by a factor
of 20. With this demagnification, the gearing of the
stepper motors allows the pinhole image to be moved
in 1-um increments on the photocathode. The accura-
¢y and reproducibility of the image motion were
checked by the use of a micrometer on the X Y2 stage.
Figure 8 shows the results of the micrometer measure-
ments in the x direction after a least-squares solution
for the linear trend was removed from the data. An




asymmetric oscillation with a peak-to-peak magnitude
of 11.5 um was observed near the frequency of the
stepper motor gearing of 200 steps/revolution. With
the objective’s minification this represents a peak-to-
peak position error of 0.6 um or 0.02 pixels on the
detector.

Measurements of the covariance of error fluctua-
tions between pixels were made by taking a series of
flat-field exposures and computing from these images
the covariance between pixels within the array. The
covariance between nearest neighbor pixels was com-
puted and compared with the variance of the measure-
ments within a single pixel. Within the errors of the
measurements the covariance was found to be close to
zero and no larger than one-tenth the variance within a
pixel. Asimilar result was found between pixels which
were not nearest neighbors.

We have been able to produce a spot width of 3.1 um
on the detector photocathode in spite of the aberra-
tions produced in the detector window. This is quite
close to the diffraction limit of the telescope objective
which is limited in this configuration by the size of the
secondary rather than the primary. Figure 9 shows
the results from a knife-edge test for this setup. As
shown by the dashed curve in Fig. 9(a) the spot profile
is close to being Gaussian withina few hundred steps of
best focus. Near best focus the x and y axes profiles
are similar. Larger spot widths are made by either
defocusing the image or by increasing the size of the
pinhole. The second technique is preferable because
defocusing the beam produces an asymmetric profile.
Figure 9(b) shows the spot profile for an out-of-focus
image. For large, out-of-focus spots the x and y pro-
files have significant differences.

Focusing for subpixel spots may be done by three
methods with the MAMA detectors. The first method
is to find the best focus by use of a knife-edge in the
beam and then construct a focusing curve by moving
the beam out of focus and measuring the spot diameter
with the knife-edge at several positions until the spot
width is >1 pixel. Best focusis then achieved without
the knife-edge in the beam by interpolating between
points where the spot diameter can be measured di-
rectly on the array. It was necessary to place a spare
window identical to that used in the detector in the
beam before the knife-edge in order to make the opti-
cal paths equivalent for the knife-edge and small spot
measurements.

The second focusing method is to use the saturation
of the MCP to determine the best focus. As best focus
is approached the light intensity per unit area in-
creases on the detector. If the light source is bright
enough the smaller spot sizes will drive the illuminated
MCP channels into saturation and the count rate from
the detector will decrease. The minimum count rate
will indicate best focus. A third technique is to simply
plot the counts in the central or maximum pixel as a
function of focus position. This differs from the sec-
ond technique where the total number of counts across
the array was used. This technique is less sensitive to
the behavior of the wings of the spot distribution.
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Fig. 8. Micrometer measurements of errors in the stepper motor

motions. The stepper motor is geared to 1-um steps on the detector

with 200 steps/revolution. The dashed line shows the corrections

for the gear motion errors that were applied to the position measure-
ments.
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Fig.9. Resuits of a knife-edge test with a pinhole of 50-um diame-
ter. (a) The x profile of a spot is shown 100 steps from best focus.
The dashed line shows a Gaussian profile with 3.3-um FWHM. (b)
The asymmetric profile of an out-of-focus spot is shown. The
doughnut structure of the beam ia clearly visible. Its FWHM is 29
pm.

Owing to the minification of the objective, the focus
position was extremely sensitive to the distance be-
tween the objective and the detector. Focus was
therefore achieved by setting and locking the micro-
scope and detector positions with a crude focus and
then refining the focus by moving the light source
under stepper motor control. This required large mo-
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tions of the light source and caused a significant 1/r¢
fall-off of the light intensity as the focus changed. A1/
r? correction was therefore required for both the sec-
ond and third focusing techniques. In practice we
employed all three techniques and estimated the er-
rors in our spot diameter by the dispersion of the focus
positions so obtained. Figure 10 shows our focusing
curve derived from the knife-edge measurements.
The three techniques yielded best focus positions that
were within a 400-step interval. Figure 10 can be used
to estimate that this represents an error of <1 ym in
the width of the input beam. Traces of the spot across
a single pixel give a check on the spot diameter since
such traces consist of a convolution of the spot diame-
ter with the pixel response curve. Crude estimates of
the pixel response curves and the assumed spot diame-
ters are consistent with these measured traces. A final
check on the focus was made after our centroid mea-
surements were made. The focus was displaced 400
steps from the best focus position and a scan across a
single pixel was made. Any significant change in the
width of this scan compared with those taken at best
focus is an indication of errors in the best focus posi-
tion. No changes were observed.

Most of the results reported here come from mea-
surements made with a small aperture (50 um) at best
focus. This produced a FWHM spot diameter of 3.5 +
1 um on the detector. Figure 11(a) shows the results
obtained from a trace across the detector with this
smallspot. In thisfigure we plot the known position of
the spot as measured by the stepper motor position vs
the derived centroid position. At each stepper motor
position a flat-field correction was applied to the spot
image before the centroid was calculated. The solid
line in the figure is a linear least-squares fit through
the data. Figure 11(b) shows the same data as Fig.
11(a) with the linear trend subtracted. The crossesin
Fig. 11(b) show the locations of the pixel centers as
determined by the centroid calculations.

The Poisson errors were calculated by applying Eq.
(22), and the resulting 20 error bar is shown in the
corner of Fig. 11(b). MAMA detectors have no read
noise, but there was a background signal owing to
scattered light in the optics. The signal from the
scattered light was small (~75 counts) and negligible if
the centroid calculations were truncated below a
threshold of 100 counts. By using this threshold level
we can effectively remove the background error terms
describable by Eq. (19). A large number of counts
(~70,000) were recorded at each stepper motor posi-
tion. The average number of counts in the coadded
flat-field exposure was considerably less (~10,000).
Therefore the Poisson errors in this exposure are limit-
ed by the shot noise of the flat field.

It is clear that the variations observed in Fig. 11 are
larger than can be attributed to the Poisson statistics
and furthermore, they are not random. The oscilla-
tions of the data about the line are caused in part by the
sampling errors discussed in Sec. IV. This is expected
for the spot size used and is evidenced by the fact that
the errors show a rough periodicity at the frequency of
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Fig. 10. Our focus curve. The plot shows the spot diameter
(FWHM) as determined from knife-edge measurements as a func-
tion of distance from best focus.
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Fig.11. (a) Plot of known position vs derived centroid position for a

spot of 3.5-um diameter. A linear least-squares fit is shown super-

imposed on the data. (b) The data from (a) are shown with the

linear trend subtracted. The bar in the corner indicates the magni-
tude of the Poisson errors for these data.

the pixel spacing. The effective spot width deter-
mines the magnitude of the peak-to-peak variations
caused by the sampling. Figure 5 shows that ampli-
tude variations as large as 0.03 pixels indicate an input
spot width of ~0.75 pixels or 18-um FWHM.

The irregularities of the variations shown in Fig. 11
are of considerable interest. These irregularities cur-
rently limit the position sensitivity of the detector.
The nature of this positional noise is made clearer bya




Fourier analysis of the residual data. The power spec-
trum of the data in Fig. 11(b) is shown by the solid line
in Fig. 12 and the wavelength of the prominent peaks
in the residual power spectrum are labeled. The
dashed curves in Figure 12 show the power spectra of
synthetic residual curves constructed by adding Pois-
son noise with a standard deviation of 0.015 pixels to
sampling errors similar to those shown in Fig. 5. As
expected, 0.015 is approximately twice the observed
Poisson noise. The long and short dashed curves had
sampling errors with amplitudes of 0.04 and 0.02 pix-
els, respectively. The peaks in the synthetic curves
clearly mark the spatial frequency of the pixels. The
peak amplitudes in the synthetic curves show that the
amplitude of the sampling errors is smaller than 0.03
pixels. An amplitude of 0.02 pixels is consistent with
an input spot size of ~20 um and indicates that our 18-
pm estimate of the spot size may be slightly in error.

Substantial power exists at spatial frequencies lower
than the pixel frequency. The distribution of power at
the low frequencies is not random. The largest peak in
the residuals’ power spectrum is at a wavelength of 76
umcycle™!. The peakat 38um cycle~lis aharmonic of
this peak. The decrease in power at high spatial fre-
quencies is caused by the finite size of the input spot.
The spot size limits the frequency response of the
measurements to frequencies below Y5 cycle um~!,
which corresponds to a normalized frequency 0f0.33in
Fig. 12. This spatial structure is not present in the
ratio between two flats.

Flat-field corrections are normally used to eliminate
low spatial frequency variations, but Fig. 12shows that
these corrections were not adequate to remove all the
low frequency noise. Simulations show that the entire
power spectrum in Fig. 12 can be reproduced quite well
if the flat-field corrections for every third pixel are off
by 10%. We show below that the photometry of the
small spot measurements in inaccurate, which also
implies that improper flat-field corrections have been
applied. Flat-field corrections use a single number to
describe the pixel-to-pixel variations of g(x), the pixel
response function. For each pixel a number is as-
signed which represents the average sensitivity across
that pixel relative to other pixels. If g(x) is not con-
stant across a pixel, errors in the photometry and posi-
tion sensitivity can result when objects of subpixel
extent are imaged. The results presented so far ap-
pear consistent with these expectations. However, if
the position and photometric errors are caused only by
a structure in g(x) across a pixel, these errors are ex-
tremely sensitive to the size of the object which is
imaged. We illustrate this point later in this section.
Next we show position measurements done with alarge
spot which are inconsistent with this sensitivity to
image size. The large spot measurements have driven
us to the conclusion that the observed errors are not
primarily the result of subpixel variations in g(x) but
are instead caused by cross-coupling between pixels
which is clearly not a subpixel phenomenon and is less
sensitive to the input spot size. We discuss this topic
in greater detail in Sec. VI

20H T ! T ' E

- 25 um/cycle
sk | -
—-—- 4 - 76 ym/cycle
0
= e —
8 , l— i 38 um/cycle

!
H 1
/\ i

05+

Spatial Frequency

Fig. 12. Solid line shows the power spectrum of Fig. 11(b). The
spatial frequency scale is normalized to the Nyquist frequency of the
measurements (fn,qua = ‘& cycle um™"), The dashed curves show
the power spectra of synthetic residual curves which were construct-
ed by adding Poisson noise (¢ = 0.015 pixels) to sampling errors with
amplitudes of 0.04 pixels {long dashed curve) and 0.02 pixels (short
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Fig. 13. (a) Centroid residuals are shown for a spot size of 40-um

diameter. The format of the plot is identical to Fig. 11. (b) The
power spectrum of the residuals shown in (a) is plotted.

Figure 13 shows centroid measurements from a scan
of a large spot across the detector. Figure 13(a) shows
the centroid residuals and Fig. 13(b) shows the power
spectrum of (a). Both the small and large spot mea-
surements were taken across the same region of the
detector. The large spot was formed by defocusing the
microscope objective and had a width of 40-um
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FWHM. Knife-edge measurements show that this
spot consisted of an asymmetric doughnut with some
high frequency structure. One side of the large spot
profile was approximately twice the intensity of the
oppositeside. Itisimmediately evident from the pow-
er spectrum that the 76-um cycle~! peak and its over-
tone are still present and that the sampling errors at
the pixel frequency are substantially reduced. The
magnitude of the peak at 76 um cycle™! is virtually
unaltered by the large change in the input spot. These
measurements support the conclusion that errors in
the centroid residuals are not caused by the optical
system nor by temporal variations in the detector and
confirm that the noise power at the pixel frequency is
caused primarily by sampling errors.

The largest peak in the power spectrum is at the
frequency of the moire pattern caused by the beating
between the 25-um spacing between pixel anodes and
the 15-um spacing between MCP pores. The pores
and the anodes line up every 75 um. The difference
between this and a wavelength of 76 um cycle™! is
insignificant. Some of the fine structures present in
Figs. 11-13 may be the result of other beat patterns
within the detector, but we have done initial calcula-
tions which indicate that these are at most a minor
contribution to the observed position errors.

We have constructed a simplified model of the
MCP-anode interaction to estimate the variations in
g(x) that might be expected to arise from moire pat-
terns within the detector. We calculate simulated
position errors from this model to use as a common
reference to compare with the observations. A Gauss-
ian input spot of photoelectrons is assumed to illumi-
nate the front of the MCP. We then assume that the
intensity at the center of each pore is proportional to
the electron flux through the pore entrance. At the
back of the MCP we assume that each pore generates a
Gaussian pulse of electrons with an amplitude propor-
tional to its entrance flux of electrons. This simulates
the integrated signal generated by that pore for a large
number of events. Each pore then delivers a charge
cloud on the anode array which is distributed as a 2-D
Gaussian. The signal on a given anode is the integrat-
ed signal from each stimulated pore. The anode sig-
nals were then used to compute a perceived centroid.
This was subtracted from the origina! position of the
assumed photoelectron flux to derive a simulated re-
sidual curve. This model completely ignores the com-
plexity of thresholding and the coincidence logic with-
in the detector electronics, but we use it here primarily
to better understand the qualitative behavior of the
system. Since the size of the input spot is fairly well
determined, the major free parameter of the model is
the width of the output pulse from each MCP pore.
We varied the output pulse width over a wide range to
understand its role in the final results.

For the model parameters that we consider most
realistic (an input spot width of 18 um and output
pulse width of ~30 um) we find a fairly complex residu-
al curve with maximum errors as large as 0.008 pixels.
The major spectral components in these curves lie at
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the pixel frequency, the pore frequency, and the sum
and difference ol these terms. [n acdition, if the prin-
cipal axes of the pores are inclined to the direction of
the anodes, another component is present. [f rows of
poreson the MCP are inclined to the anodes. pixelsin a
given row do not equally sample pores in a given row on
the MCP. In the detector used for these measure-
ments we have determined the orientation of the pores
with respect to the anodes by observing the diffracted
light of a laser shining on the detector. The angle
between the principal axes of the pores and the direc-
tion of the anodes was observed to be small (~6°). In
the model, a small inclination between the anodes and
rows of pores on the MCP results in a low frequency
(~125 um cycle™!) modulation of the previously men-
tioned spectral components. The large output puise
width is likely despite the close proximity of the an-
odes to the MCP (~50 um) owing to the small MCP-
anode bias potential (80 V) and to the effects of space
charge repulsion in the saturated output pulse.

The spectral signature of the model does not closely
resemble that observed in Figs. 12and 13. Nospectral
component is found near a wavelength of 76 um cycle !
and the amplitudes of the model residual errors are
smaller than those observed. For the unlikely case of
extremely small output pulses (15 um), the amplitude
of the residual errors can reach as large as 0.04 pixels.
However, in all cases the residual errors decrease dra-
matically (<0.00005 pixels) as the input spot size is
increased to 40 um. These results illustrate how in-
consistent the large spot measurements are with the
hypothesis that the position errors are caused only by
subpixel variations in g(x), the pixel response function.

We now turn to the issue of photometry of small spot
measurements. We have used the spots Lo map small
scale variations in the relative detective quantum effi-
ciency (DQE) of the detector. The characterization of
such variations is important for an understanding of
the intrinsic limitations of centroid detection and of
the photometric accuracy of the detector.

Figure 14 shows a DQE map with subpixel resolution
of a 50-X 50-um region of our detector. This map is a
contour plot of the total counts recorded at each posi-
tion of a raster scan of our 3.5-um spot. At each raster
position an image of the spot was taken, a flat-field
correction was applied, and the total counts recorded
in the flat-corrected image were stored in the appropri-
ate position of the DQE map. The map is therefore an
image of the detector’s DQE after flat-field corrections
have been applied. The spot was stepped across the
array in 2-um increments. This map is highly over-
sampled. Itsresolutionissetto~18 um by the disper-
sion of the photoelectrons as they travel between the
photocathode and the front face of the MCP.

The heavy lines in Fig. 14 show contours of the spot’s
centroid positions. The centroid position contours
are labeled on the x and y axes of the map. The x-axis
contours are jagged and appear noisy while the y-axis
contours are relatively smooth. The deviations from
straight lines in the x contours have a maximum ampli-
tude of ~0.05 pixel which corresponds to approximate-
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Fig. 14. A 50- X 50-um map of the subpixel variations in the
detector’s detective quantum efficiency (DQE). Light lines show
contours of the detector DQE. Heavy lines show contours of the
pixel centers and boundaries as determined by centroid measure-
ments. The DQE contours are labeled in percentage of the peak
efficiency seen near the pixel center. The coordinates of the pixel
boundaries are labeled at the sides of the figure.

ly one step of the stage motor. These deviations are
not random. A comparison of the x-axis contours
reveals a high correlation between the deviations ob-
served in one contour and those observed on another at
the same y position. The x-axis contour deviations are
attributable to slippage of the translation stage during
the backscan between raster rows. This occurred de-
spite our efforts to remove gear backlash by overscan-
ning during the raster backscans. The y axis was
never backscanned during the raster measurements
and was moving in the direction of gravity. We are in
the process of installing higher resolution translation
stages to eliminate these errors.

The accuracy of these DQE measurements depends
on the stability of our lamp over a period of several
days. The stability of the light source was tested by
taking many exposures with thespotata fixed location
on the array. Five-minute exposures were taken over
a period of 2 h at count rates comparable with those
used for these measurements. These tests were suffi-
cient to show that the lamp variability was less than
~1% during this time interval. The stability of the
light source and the repeatability of these measure-
ments were confirmed by rescanning a row in the raster
shown in Fig. 14. The rescan agreed to within 1% of
the original data. )

Figure 14 shows that there are small scale sensitivity
variations within MAMA detectors. The maximum
and minimum count rates in Fig. 14 differ by ~30%.
The variations are smooth with a peak sensitivity cen-
tered between pixel anodes. These variations are
asymmetric with the width along the x axis being larger
than that along the y axis. The position of peak sensi-
tivity is offset from the pixel center determined by the
centroid calculations. The x-axis centroid contours
are slightly offset from the anode positions owing to
asymmetrics caused by the addition of threefold

events to the pixel response. Thelack of suchan offset
in the y axis is an indication that very few threefold
events are detected on the y-axis anodes. A lack of
threefold events may be caused by obscuration by the
¢-axis anodes which overlay those for the y axis. No
evidence for the existence of sensitivity variations ow-
ing to the hexagonal MCP pore structure is seen. The
count rates used for the raster scan measurements
were low (6 and 15 counts s~! for the small and large
spots, respectively). In Sec. VI we show that this is
significantly below the count rates at which evidence
for MCP saturation is seen. It is therefore unlikely
that the lack of pore structure in the DQE map can be
attributed to a decrease in contrast owing to satura-
tion.

We have used our small spot measurements to derive
a crude estimate of the detector’s pixel response func-
tion. This estimate ignores the MCP channel separa-
tion and assumes a linear transformation between the
distribution of photoelectrons on the input face of the
MCP and the distribution of avalanche electrons at the
MCP output. This is probably a poor estimate of the
true transformation but it is simple and will serve as a
reference for future work. By assuming a Gaussian
shape with 18-um FWHM for the input spot from the
photocathode we can use Fig. 14 to estimate the pixel
response. Figure 15(a) shows the pixel response along
the x axis required to match the DQE variations ob-
served in Fig. 14. The pixel response curve was as-
sumed to consist of contributions from twofold and
threefold events. Asshown in Fig. 15(a) the contribu-
tion from twofold events was assumed to peak near the
pixel center while that from threefolds peaked near the
pixel boundary. The relative ratio of these two com-
ponents was constrained by independent measure-
ments of their count rates during our small spot mea-
surements. Figure 15(b) shows a synthetic DQE map
constructed by assuming the pixel profile in Fig. 15(a)
and the 18-um FWHM input spot size. The general
shape and magnitude of the sensitivity variations in
the synthetic DQE map match those seen in the data of
Fig. 14. The asymmetry of the synthetic sensitivity
variations was created by assuming that no threefold
events were detected on the y-axis anodes. The y-axis
pixel response was therefore assumed to be just the
twofold curve shown in Fig. 15(a). The asymmetry of
the pixel response curve along the x axis is responsible
for displacing the centroid contours slightly away from
the pixel center which is at the position of peak sensi-
tivity. Single row spot scans through the center of
several pixels confirms that this asymmetryisa consis-
tent feature of pixels throughout the detector array.

The single row scans appear to indicate that the
small scale sensitivity variations shown in Fig. 14 are
not highly reproducible across the array. They also
illustrate the typical magnitude of the photometric
errors when point sources are observed. Figure 16
shows the integrated intensity of the small and large
spot scans as a function of position across the array.
The general shapes of the curves are similar owing to
effects of vignetting as the spot is scanned across the
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Fig.15. (a) Pixel response curve derived from Fig. 14. The dashed
curves show the assumed contributions of twofold and threefold
events to the total response curve which is shown by the solid line.
{b) A synthetic DQE map derived from assuming an effective input
spot size of 18-um FWHM and the response curve shown in (a).

telescope’s field of view. The small spot scan has
variations that are clearly associated with small scale
variations in the detector. As the size of the spot is
increased, these variations decrease as the averaging
approaches that used for the flat-field measurements.
For point sources Fig. 16 shows that the small scale
variations can cause photometric errors as large as
~15%. Figure 14 shows that errors as large as 30% are
possible in the worst conditions. The large sensitivity
decrease near the source position of 25 um in Fig. 16
implies that the small scale variations may vary con-
siderably from pixel to pixel.

Like the position measurements, the variations of
the integrated counts in Fig. 16 are also inconsistent
with the hypothesis that they are caused only by sub-
pixel variations in g(x). The observed variations are
~10% and ~3% for the small and large spot measure-
‘ments, respectively. The statistical errors of the inte-
grated counts are <0.3% for the large spot measure-
ments. When the pixel profile of Fig. 15(a) is used to
compute the integrated counts in the detector, varia-
tions of ~10% are found when the input spot size is 18
pum. However, with the same pixel profile the inte-
grated counts vary by <0.01% when the spot size is
increased to 40 um. The observed variations in Fig.
16(b) are over 2 orders of magnitude larger than ex-
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Fig. 16. Photometric response of the detector when spats are
moved across the detector. The small and large spots were 3.5- and
40-um FWHM, respectively. The decreasing counts toward large
source positions were due to vignetting in the microscopic objective.

pected and are 1 order of magnitude larger than the.
statistical errors. This calculation illustrates how
photometric errors caused by subpixel variations in
8(x) are also extremely sensitive to the input spot size.

Vl. Conclusions

We have shown that centroid measurements with an
accuracy of 0.04 pixels are easily obtainable with a
visible-light MAMA detector. Qwing to the proximity
focus photocathode, this can be done with features far
smaller than a pixel dimension. This is an important
point for applications such as astrometry where it is
often desirable to have both high position sensitivity
and a large field of view. Typically these are conflict-
ing requirements because of the limited formats of
available detectors and the commonly perceived need
to oversample the point spread function of the imaging
system. Our measurements show that for MAMA de-
tectors oversampling may be unnecessary in many ap-
plications.

The position sensitivity of the detector is apparently
limited by the lack of an appropriate flat field. The
position errors observed here are caused by ~10% er-
rors in the flat-field corrections. We have shown that
flat fields are consistent with other flat fields. We
desire to understand why the sensitivity of the detec-
tor differs when uniformly illuminated as opposed to
illumination with a small spot. One difference be-
tween the small spot measurements and the flat-field
measurements is the per pixel count rate. The per
pixel count rates of the spot and flat-field measure-
ments were ~15and 0.2 counts s~1, respectively. Plate




saturation at a count rate as low as 15 countss~! pixel™!
is inconsistent with previous determinations of MCP
performance characteristics. For our MCP with an
operating resistance of 80 M, an applied voltage of
1850 V., and a total area of 1.75 cm?, we have wall
current densities of 1.3 X 105Ccm™2s~!. Fora plate
gain of 106 and a count rate of 15 counts s~! pixel~! the
avalanche current density through a single pixel is ~4
% 10-7C em-2s~!. The avalanche current density is
therefore only 3% of the wall current density. Timo-
thy!3showed that saturation effects begin to take place
in curved channel MCPs made of Corning 8161 glass
only when the avalanche current density is close to 20%
of the standing wall current density.

Another indication that MCP saturation is not the
cause of the anomalous position errors is that the
quantitative nature of the errors is not sensitive to the
size of the input spot. The small spot measurements
had an input width of ~18 um on the MCP while the
width of the large spot was ~40 um. The count rates
for the large and the small spot measurements were
within a factor of 2 of each other, but the area of the
plate sampled differed by a factor of 4. The large spot
measurements had a significantly lower input intensi-
ty and yet the power spectrum of the position errors
was virtually unchanged.

The occurrence of the position errors at the moire
frequency between the MCP channels and the array
electrodes suggests that the errors are derived from a
pixel-to-pixel variation in the ratio of twofold to three-
fold events. It is clear that threefolds are favored bya
configuration where the MCP channels lie directly
above an electrode. The simulations show that the
contribution of threefolds is sufficient to shift the cen-
troid contours by the required amount. This can be
seen in Fig. 15 where threefold events were included in
the x anodes but not in the y anodes. The result was
an x shift from the pixel center in the sensitivity con-
tours of ~0.1 pixels. A variation in the twofold to
threefold ratio would therefore appear to be a likely
explanation if the position errors were sensitive to the
size of the input spot. Because this sensitivity is not
observed we favor a second explanation. The moire
pattern varies the ratio of twofold to threefold events
in each pixel which in turn modulates the level of cross-
coupling between pixels in the array. Cross-coupling
in the array is responsible for a scene dependent sensi-
tivity of each pixel which is less dependent on the
image size than subpixel variations in the pixel re-
sponse function. The details of cross-coupling in the
array are discussed below.

Cross-coupling in the array causes a significant
number of counts generated in one pixel to be improp-
erly recorded in an adjacent pixel. Forsmallspots this
significantly distorts the photoevent distribution.
This distortion is not properly corrected by a flat field
because the relative sensitivity of a pixel as measured
by a flat field includes contributions from adjacent
pixels. Cross-coupling therefore causes the relative
sensitivity of pixels in a detector to be scene depen-

dent.

It is known that cross-coupling takes place hetween
adjacent pixels in the array. MAMA flat-field expo-
sures exhibit a pattern of alternating high and low
sengsitivity pixels which is produced in the following
manner. We explained in Sec. II how a single pixel
consists of contributions from both twofold and three-
fold events. Half of the pixels have twofolds which are
received by a fine—coarse (fc) combination of anodes.
We call these fc pixels. Similar logic leads us to call
the other pixels cf pixels. Along a row or column cf
and fc pixels are in alternate order. The coadded
threefolds in fc pixels are received on a fine-coarse-
fine (fcf) anode combination while threefolds in cf
pixels are received by a coarse—fine-coarse (cfc) combi-
nation. Owing to their physical layout on the array,
adjacent coarse anodes experience some capacitive
cross-coupling and a high level of inductive cross-cou-
pling. Pulses received on one coarse anode are likely
to induce a pulse on an adjacent coarse anode. This
coupling causes many of the twofolds in fc pixels to
appear to the coincidence circuitry as a cfc threefold in
the adjacent lower cf pixel. For cf pixels this coupling
does not matter because the cfc threefolds that are
generated by the cross-coupling are coadded into the
same cf pixel.

The magnitude of the cross-coupling observed in
MAMA flat fields is that required to explain the im-
proper flat-field corrections in the small spot measure-
ments. Flat-field corrections were applied to both the
position and photometric sensitivity measurements.
The 20-30% pixel-to-pixel variation of counts ob-
served in a MAMA flat field implies that ~10-15% of
the counts in an fc pixel are improperly distributed to
the adjacent lower cf pixel. This coincides with the
magnitude of the photometric errors observed in the
small spot measurements. Errors of this magnitude
were also sufficient to reproduce the power spectrum
of the position errors.

The moire beating of anodes and pores can have a
direct impact on the strength of the cross-coupling.
The cross coupling between adjacent pixels is initiated
by twofold pulses in fc pixels. The position of the
MCP channels relative to a pixel’s electrodes will influ-
ence the relative number of twofolds and threefolds
generated within that pixel. Pixels with channels di-
rectly over the electrodes will favor the generation of
threefolds and will therefore have a smaller amount of
cross-coupling. This argument also implies that the
cross-coupling between pixels can depend on very
small scale structure in the illumination. A pixelillu-
minated only at its edge will have few twofolds whereas
a pixel illuminated by a small central spot will favor
twofolds. It is therefore impossible for a single flat
field to properly correct for the relative sensitivities of
pixels for the small spot measurements. The relative
amount of cross-coupling varies as the spot moves
across the detector.

These results indicate that the position sensitivity of
current versions of the MAMA detector is superior to
that of any other currently available pulse-counting
MCP detector system. In addition to this, a recent
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pling effects while the data from the fine—fine detector are dominat-
ed by the phaton shot noise.

change in the design of the MAMA anode arrav offers
significant hope that major improvements in both the
position sensitivity and the subpixel photometric ac-
curacy have already been accomplished. The tube
used in these experiments employed a first generation
anode array which we now designate as a coarse-fine
array. The anodes in the new fine-fine arrays have
been designed to decrease the cross-coupling between
pixels and to allow the coincidence circuitry to handle
events larger than threefolds. Figure 17 shows a com-
parison between flat fields taken with this tube and a
flat field taken from a prototype fine-fine MAMA tube
which was assembled at Ball Aerospace by Richard
Bybee, Ed Culver, and Max Hedges. For the old,
coarse-fine array the pixel-to-pixel variations shown
are primarily due to cross-coupling between pixels. In
contrast, the variations in the fine-fine flat field are
dominanted by the Poisson statistics of the exposure.
This encouraging result implies that the prime limita-
tion of the MAMA detector’s position sensitivity has
been eliminated in more recent versions of the detec-
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tor. We plan to conduct small spot measurements on
detectors ulilizing the new arrays as soon as they be-
come available for testing.

These measurements were supported by NASA con-
tracts NASW-4093 and NASW-29389, NASA grant
NAGW-1140, and the Ames Consortium agreement
NCA2-93 at Stanford University. Additional funding
was provided by NASA grant NSG-7618 at Princeton
University. We wish to thank R. L. Bybee of Ball
Aerospace Systems Group (BASG) in Boulder, CO, for
providing us with the preliminary data on the fine-fine
arrays.
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ABSTRACT

A number of different MAMA detector systems
are now in us¢ at both ultraviolet and visible
wavelengths. MAMA detectors with formats of
256 x 1024 pixels and with pixel dimensions of
25 x 25 micronsZ are being used in the
laboratory and at ground-based telescopes and an
ultraviolet version has recently been flown on a
Black Brant sounding rocket. Third-generation
(224 x 960)-pixel MAMA detectors with 25 x 25
microns2 pixels are also being used in the
laboratory and at ground-based telescopes and a
(224 x 960)-pixel detector with 14 x 14 microns2
pixels is currently under test in the laboratory.
Third-generation MAMA detectors with formats
of 360 x 1024 pixels are under development for
use at extreme ultraviolet (EUV) wavelengths on
the European Space Agency/NASA Solar and
"Heliospheric Observatory (SOHO) mission and
detectors with 1024 x 1024 and 2048 x 2048
pixels are under development for use at
ultraviolet and far ultraviolet (FUV) wavelengths
on the NASA Goddard Space Flight Center's
Hubble Space Telescope Imaging Spectrograph
(STIS). Both of these detectors have pixel
dimensions of 25 x 25 microns2. This paper
describes the configurations, modes-of-operation
and some of the latest performance data for the
different detector systems.
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1. Introduction

The Multi-Anode Microchannel Array (MAMA)
detector system has been designed from the outset
to provide the high spatial resolution, very large
number of image elements, geometric fidelity and
photometric dynamic range to satisfy the
demanding requirements of high-resolution
imaging and spectroscopy at ultraviolet, FUV
and EUV wavelengths for a number of
applications in modern space astronomy. Since
the MAMA employs a random readout technique,
the arrival time of a detected photon can be
determined with high accuracy. For this reason,
MAMA delectors are also being employed for
high-time-resolution applications such as speckle
imaging, astromeltry, and image reconstruction at
both ultraviolet and visible wavelengths.
Further, since the FUV and EUV MAMA
detectors employ "solar blind" photocathodes and
the noise level with the MAMA readout system
is defined solely by the photon statistics and the
photocathode dark current, the MAMAs have a
significantly higher DQE than CCDs at this time
for many low signal level applications at FUV
and EUV wavelengths. In developing the .
MAMA, special efforts were taken to ensure that
it will operate with maximum reliability in the
space environment. For this reason, the MAMA
detector system uses a minimum number of
components in the detector tube and employs




conservatively-rated, low-power analog and
digital electronics.

The MAMA detector system is now becoming
highly developed as the result of its selection for
use in both the NASA Goddard Space Flight
Center's Hubble Space Telescope Imaging
Spectrograph (STIS)! and in a number of
instruments on the European Space Agency
(ESA)/NASA Solar and Heliospheric
Observatory (SOHO) mission 2. In addition, the
MAMA has been baselined for use in the prime
spectrograph of the Lyman Far Ultraviolet
Spectroscopic Explorer (FUSE) mission and in
two instruments on the Space Station. The
recent successful flight of a (256 x 1024)-pixel
FUV MAMA detector on the NASA Goddard
astronomy sounding rocket payload is a further
step in the ongoing program of laboratory and
flight tests of the MAMA detectors in
preparation for these long-duration space
missions.

In this paper we describe the configurations and
modes-of-operation of the different MAMA
detector systems. We also present some recent
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data which demonstrate the capabilities of the
detector systems and outline the key tasks of the
MAMA detector development program for the
next few years, in particular the fabrication of the
very-large-format (2048 x 2048)-pixel detector
systems and the fabrication of compact high-
speed and low-power hybrid amplifier,
discriminator and event address-decoding circuits.

2. MAMA Detector Systems

The components of a MAMA detector consist of
the tube assembly, which can be sealed with a
window or used in the open-struclure
configuration, containing a single, high-gain,
curved-channel microchannel plate (MCP)
electron multiplier with the photocathode
material deposited on, or mounted in proximity
focus with the front surface. To detect and
measure the positions of the electron clouds
generated by single photon events, the MAMA
detector employs two layers of precision
electrodes which are mounted in proximity focus
with the output surface of the MCP (see Figures
1and 2).
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Figure 1. Schematic of the imaging MAMA detector system.
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Figure 2. Schematic showing details of the curved-channel MCP and the imaging multi-layer anode array
used in the MAMA detector tubes.

Digital logic circuits respond to the simultaneous
arrivals of signals from several of these electrodes
in each axis, which are arranged in groups to
uniquely identify a x b pixels in one dimension
with only a + b amplifier and discriminator
circuits. For example, a total of 32 x 32, i.e.
1024, pixels in one dimension can be uniquely
identified with 32 + 32, i.e. 64, amplifier and
discriminator circuits. In the imaging MAMA
detector tube, the arrays are mounted in tandem
with orthogonal orientations, so that positions
can be sensed in two dimensions. In this
configuration (a x b)2 pixels can be uniquely
identified with only 2 x (a + b) amplifier and
discriminator circuits. The (1024 x 1024)-pixel
array thus requires a total of only 128 amplifier
and discriminator circuits. The two layers of
anode electrodes in the imaging arrays are
insulated from each other by a SiO2 dielectric
layer. This dielectric between the upper layer
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electrodes is etched away to allow the low energy
(~30 eV) electrons in the charge cloud from the
MCP to be collected simultaneously on both
armmays.

The encoding-electrode geometry has been refined
as the MAMA technology has become more
mature. Three different encoding-electrode
geometries are currently under evaluation, as
shown in the schematics in Figure 3. These are,
in order of development, the coarse-fine, balanced
coarse-fine and fine-fine configurations. All the
configurations encode the position of the detected
photon in a similar manner. A charge pulse
detected on a fine-encoding electrode (e.g. output
F1 in Figure 3a or b) could have originated on
one of a number of pixel electrodes connected o
this output electrode along one axis of the array.
This positional ambiguity is removed by the
detection of a simultaneous output pulse on one
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Figure 3. Configurations of the different MAMA anode array encoding geometnies.

a. Coarse-fine array.

" of the coarse-encoding electrodes (e.g. output Ci

in Figure 3a or b). There is only one position
along the array where a particular pair of fine- and
coarse-encoding electrodes are adjacent. The fine-
fine configuration (Figure 3c) operates in an
identical manner with the simultaneous detection
of pulses on the odd and even sets of electrodes.
In the imaging arrays, this position-encoding
technique is implemented simultaneously in the
two axes.

In practice, it is not possible to exactly align a
channel in the MCP with a particular pair of
pixel electrodes. Also, in order to obtain a
uniform response across the active area, the
dimensions of the channels are smaller than the
separation between the pixel electrodes.
Typically, 10- or 12-micron-diameter channels on
12- or 15-micron centers are used in the MAMA
detectors with 25 x 25 microns2 pixels.
Furthermore, the high-gain MCP produces a
space-charge saturated electron cloud which
expands rapidly when leaving the channel (see
Figure 4a.)

In order to maintain the inherent high spatial
resolution of the MAMA readout armray, the
spreading of the charge cloud is controlled by
keeping the distance from the output surface of
the MCP 1o the anode array as small as possible
(typically of the order of SO to 100 microns) and

b. Balanced coarse-fine array.

c. Fine-fine array.

by applying an accelerating potential of the order
of +50 to +150 V between the output surface of
the MCP and the anode electrodes. A small
differential voltage in the range 1 1o 5 V is
applied between the upper and lower sets of
electrodes in order to ensure that the charge cloud
divides uniformly between the electrodes in the
two layers.

In the coarse-fine and balanced coarse-fine arrays,
the position of a charge cloud collected on two or
three adjacent electrodes in each axis is uniquely
encoded. The positions of adjacent two-fold and
three-fold events in each axis are determined by
the digital address-decode circuits. Since the
nominal pixel size in the MAMA is determined
by the center-to-center spacing of the anode
electrodes, the positions of adjacent two-fold and
three-fold events differ by about one half of a
pixel i.e. about 12.5 microns in the arrays with
25 x 25 microns2 pixels. In the present MAMA
systems adjacent two-fold and three-fold events
are co-added to produce the nominal pixel
resolution with a good uniformity of response.
However, in these two array configurations a
charge cloud collected on four or more electrodes
produces a positional ambiguity (see Figure 4b).
Furthermore, we have determined that the
imbalance in the inter-electrode capacitance
between the different groups of encoding
electrodes in the coarse-fine array produces a fixed
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pattern in the flat field response and slightly
degrades the point spread function3. These
effects are significantly reduced by mterlacmg the
coarse- and fine-encoding electrodes in the
balanced coarse-fine array but inductive coupling
caused by the very fast (<500 ps) charge pulses
from the MCP still affects the pixel-to-pixel
uniformity of response. For these reasons the
fine-fine array, tn which the electrodes are
capacitively balanced and inductively decoupled,

Figure 4. Modes-of-operation of the different
MAMA encoding-electrode geometries.
a. Schematic showing the spreading of the
space-charge saturated electron cloud from the
high-gain MCP. b. Schematic showing the
positional ambiguity introduced when the
charge cloud is collected on four or more
electrodes in one axis of a coarse-fine or
balanced coarse-fine array. c¢. Schematic
showing the unique position encoding when
the charge cloud is collected on more (han three
electrodes in one axis of the fine-fine array.
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is now the configuration of choice. In addition,
as shown in Figure 4c, four-fold and higher-fold
evenls can be encoded without positional
ambiguity. The present systems of decode
electronics fabricated at Stanford University are
designed to accept up to six-fold events in each
axis. The key characteristics of the different
encoding-electrode geometries are summarized in
Table 1.
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Table 1. Characteristics of the MAMA encoding-electrode geometries

Coarse-fine array -

« n + m outputs encode n x m pixels in one-dimensional array

« 2 (n + m) outputs encode {n x m)2 pixels in two-dimensional array

« position ambiguity for four-fold and higher-fold events in each axis

« imbalance in capacitive coupling between coarse- and fine-encoding electrodes
» inductive coupling between different groups of electrodes

Balanced coarse-fine array -

« n + m outputs encode n x m pixels in one-dimensional array

+ 2 (n + m) outputs encode (n x m)2 pixels in two dimensional array
» position ambiguity for four-fold and higher-fold events in each axis
« coarse- and fine-encoding electrodes capacitively balanced

« inductive coupling between different groups of electrodes

Fine-fine array -

«2(n + 1) outputs encode n x (n +2) pixels in one-dimensional array

« 4(n +1) outputs encode [n x (n +2))2 pixels in two-dimensional array

» no position ambiguity for up 1o (n - 1)-fold events in each axis

« n must be even o avoid position ambiguities in last group of electrodes in each axis

« capacitively balanced
« inductively decoupled

It is of importance to note that the simultaneous
arrival of pulses on non-adjacent electrodes in
each axis is declared a non-valid event and rejected
by the address-decode circuits. The spatial
resolution and geometric fidelity of the MAMA

the array or of signal level, a unique characteristic
which has been verified in a number of laboratory
and ground-based telescope tests. A schematic of
one of the decode circuits is shown in Figure 5
and described in detail by David Kasle in a

detector is accordingly independent of position on separate paper in these proceedings.
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Figure S. Schematic of MAMA fine-fine address-decode circuit.
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A number of different photocathodes are currently
being utilized in the MAMA detector tubes. At
FUV and EUV wavelengths below about 1500 A
opaque alkali-halide photocathodes deposited
directly on the front surface of the MCP provide
the best detective quantum efficiencies (DQEs).
In this configuration, photoelectrons produced in
the photocathode on the web area between the

REFRY

PRCRS L

channels can be collected by means of appropriate
focusing potentials, as shown in Figure 6a. The
pulse-counting DQE can accordingly be greater
than 80% of the intrinsic photocathode quantum
efficiency. However, the lateral drift of the
photoelectrons will be energy dependent and the
focusing voltage required to maintain the desired
point spread function will depend on both the
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Figure 6. Schematics of MAMA photocathode configurations.
a. Opaque photocathode for use at FUV and EUV wavelengths.
b. Semi-transparent, proximity-focused photocathode for use at ultraviolet and visible wavelengths.
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photocathode material and on the wavelength 4.
The best photocathode materials available at this
time are Csl, KBr and MgF23. All can be used
in the open-structure configuration at EUV
wavelengths, but Csl, and to a lesser extent, KBr

will degrade rapidly if exposed to humidity.

At ultraviolet and visible wavelengths, where
activated photocathodes such as Cs2Te, K2CsSb,
and (Cs)NaKCsSb must be employed, the
MAMAS utilize the semi-transparent, proximity-
focused photocathode structure shown in Figure
6b. In this configuration, the input surface of
the MCP is typically covered with a thin (of the
order of 50 to 100 A thick) SiO7 film which
inhibits photocathode degradation caused by back-
bombardment with positive ions produced within
the channels. Since the SiO7 film prevents
photoelectrons landing on the web area from

reaching the MCP channels the pulse-counting
DQE is reduced by a factor proportional to the
channel open-area ratio of the MCP (typically 50
to 65%). This reduction in the DQE is highly
undesirable and we are currently investigating
techniques to eliminate the film while at the
same time ensuring the long-term stability of the
photocathode quantum efficiency.

3. Performance Characteristics

The configurations of representative imaging
MAMA detector systems now under evaluation
are shown in Figure 7. All of the imaging
MAMA anode arrays have been fabricated by Ball
Acrospace Systems Group (BASG), Boulder CO
and units of all arrays have been fabricated with
zero defects.

Figure 7. Configurations of represntative imaging MAMA arrays.
Left: (256 x 1024)-pixel balanced coarse-fine array with 25 x 25 microns? pixels.
Center: (224 x 960)-pixel fine-fine array with 14 x 14 microns? pixels.
Right: (1024 x 1024)-pixel fine-fine array with 25 x 25 micronsZ pixels.
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The (256 x 1024)-pixel balanced coarse-fine
detector system with 25 x 25 micronsZ pixels
(left array in Figure 7) was {lown successfully on
the NASA Goddard astronomy sounding rocket
on 26 June 1989. The detector was used in the
time-tag imaging mode and recorded ultraviolet
images of the galaxy NGC 6240. The time-
tagged data stream is being used to correct the
image blurs caused by drifts in the rocket
pointing system. Analyses of these data are
currently being carried out by Dr. Andrew Smith
at the NASA Goddard Space Flight Center.

The (224 x 960)-pixel fine-fine detector system
with 14 x 14 microns2 pixels (center array in
Figure 7) is being used in the laboratory 10 verify
the capability of the MAMA to provide the
spatial resolution required for the prime
spectrograph of the Lyman FUSE mission. This
detector utilizes a curved-channe] MCP with 8-
micron-diameter channels fabricated by Galileo
Electro-Optics Corp., Sturbridge, MA (see
Figure 8).

In the initial imaging tests, the first (224 x 960)-
pixel detector, which is defect free, has

demonstrated the theoretical imaging performance
at 2537 A. The images of positive and negative
USAF test targets recorded at this wavelength are
shown in Figure 9. A cut through the image of
a 20-micron-diameter spot of light and a row
from a rectified flat-field image are shown in
Figure 10. The spot image has the expected
profile, and the deviations in the flat field are in
perfect agreement with the Poisson statistics of
the original exposure.

The (1024 x 1024)-pixel fine-fine amay with 25 x
25 microns2 pixels (right array in Figure 7) has
been configured with the encoding electrodes on
only two sides of the active area. This permits
four of these arrays to be fabricated on a single
substrate to produce a (2048 x 2048)-pixel array
with a dead space between the four quadrants of
three pixels or less. An array with this
configuration is currently being fabricated for
STIS. Imaging tests of the (1024 x 1024)-pixel
detector system (i.e. one quadrant of the STIS
detector) are currently being carried out at both
ultraviolet and visible wavelengths. The arrays
currently installed in both the 40-mm-format
ultraviolet demountable tube and the.

3

'!t,c'urc..wnt.‘ov.'
e * 7 o Y T S

Figure 8. (224 x 960)-pixel fine-fine MAMA detector components.
Left: anode array mounted on the ceramic header.
Right: curved-channel MCP with 8-micron-diameter channels.
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Figure 9. Positive and negative images of a USAF test target taken at ultraviolet wavelengths with a (224
x 960)-pixel fine-fine array with 14 x 14 micronsZ pixels and a curved channel MCP with 8-micron-
diameter channels. The sequence of bars in these images starts with a resolution of 2.51 line-pairs mm-!
(Group 0, element 3 on the right side of the images). The closest bars in the image have a resolution of

113.6 line-pairs mm-1 (Group 5, element 6 to the left of the image centers).
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Figure 10. Data recorded with the 14-micron-pixel MAMA detector. a) A cut through an ultraviolet image
of a 20-micron spot of light at 2537 A. b) A row from a rectified flat field image. Here one flat field
image has been rectified by another and then renormalized to its original count rate. The data illustraied
show deviations which are in perfect agreement with the Poisson statistics of the original exposures (7.6%).
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Figure 11. Images recorded with the (1024 x 1024)-pixel MAMA detector at 2537 A.
a. Test mask.
b. Rectified flat field.
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40-mm-format sealed visible-light tube are defect
free. As examples of the type of data currendy
being recorded with these detectors, an image of a
test mask and a rectified flat field recorded at 2537
A are shown in Figure 11. We plan to fly the
ultraviolet version of this detector on the NASA
Goddard astronomy sounding rocket late in 1990.

Detailed studies of the performance characteristics
of all of the detector systems are now in

progress.

4. Future Developments

In addition to the laboratory evaluations, the

k]
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primary tasks of the MAMA program at this
time are the detailed design and fabrication of the
(360 x 1024)-pixel flight detectors for the SOHO
mission and the fabrication of the prototype
(2048 x 2048)-pixel detectors for STIS.

A number of breadboard units of the SOHO
detectors are now in fabrication. The detectors
will operate in different scientific instruments
over the wavelength range from about 400 to
1600 A. Open detector tubes, sealed detector
tubes and sealed detector tubes with openable
covers will be employed. All will be based on
the standard 25-mm-format demountable tube
body fabricated by EMR Photoelectric,
Princeton, NJ (see Figure 12).

Figure 12. (360 x 1024)-pixel MAMA detector for SOHO.
Left anode array mounted in the 25-mm-format demountable tube.
Right: rear view of tube body showing electrical outputs from the mulu-layer ceramic header.
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A major effort is underway at Stanford and at
BASG to miniaturize the MAMA electronics
through the development of custom chips for the
amplifier and discriminator and address-decode
circuits. The hybrid MAMA electronics systems
will be used on both the SOHO and STIS
programs. The requirements for SOHO are for a
detector head assembly incorporating the
amplifier, discriminator and address-decode
circuits, together with the detector high-voltage
power supplies, with dimensions no greater than
130 x 85 x 180 mm3 and a mass no greater than
4.0 kg. This low volume and mass must be
achieved without compromising the requirements
of high system speed (~175 ns pulse-pair
resolution) and low power (<7 W), coupled with
the ability to operate for several years in the
radiation environment in low earth orbit and at
the L1 libration point. Details of the

technologies being employed for the custom
chips are given in the papers by David Kasle and
Ed Cole in these proceedings.

The principal task on the STIS program is the
fabrication of the prototype (2048 x 2048)-pixel
detector system with 25 x 25 microns2 pixels.
The first batch of anode arrays (see Figure 13) are
currently being fabricated at BASG. Because of
the need for redundancy in a detector to be used
for over five years in space, we have chosen to
configure the array as four independent (1024°x
1024)-pixel arrays separated by a three-pixel dead
space. The size of this dead space permits a tolal
failure in the anode-electrode bias voltages in any
one quadrant without affecting the performance
characteristics of the remaining three quadrants.
Four totally independent electronics systems are
employed.

Figure 13. (2048 x 2048)-pixel fine-fine MAMA array with 25 x 25 microns? pixels for STIS.
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Because of the size of this array, we are
fabricating a new 75-mm-format MAMA detector
tube. The key component of this tube, the 540-
pin multi-layer ceramic header, is currently being
fabricated by Advanced Packaging Systems, San
Diego, CA. 75-mm-format curved-channel
MCPs are being fabricated by Galileo Electro-
Optics and 75-mm-format "chevron” MCP stacks
have been received from Amperex Inc.,
Smithfield, RI. First tumn-on of this detector is
expected to take place in December 1989.
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Performance characteristics of a curved-channel microchannel plate
with a curved input face and a plane output face

David C. Slater, Jeffrey S. Morgan, and J. Gethyn Timothy
Center for Space Science and Astrophysics
Stanford University, ERL 327, Stanford, CA 94305-4055

ABSTRACT

The performance of a high-gain curved-channel microchannel plate (C*MCP) with a spherical concave input
face and a plane output face has been evaluated in the laboratory. This format allows the input face of the MCP to
match a curved focal surface, such as in a Rowland circle spectrometer mounting, and, at the same time, permits the
use of a high-resolution plane readout array in proximity focus with the output face. The MCP was evaluated in a
discrete-anode Multi-Anode Microchannel Armay (MAMA) detector system. The MCP tested had channel diameters of
12 pm, a rectangular active area of 9 x 27 mm?, and a front face radius-of-curvature of 250 mm. The length-to-
diameter (L/D) ratio of the channels varied from 136:1 at the edges of the active area to 106:1 at the center. The vari-
ation of the L/D ratio across the active area of the MCP allowed the relationship between the saturated modal gain of
the pulse-height distribution and the L/D ratio to be examined from modal gain measurements. The saturated modal
gain was found to be inversely proportional 10 the L/D ratio and directly proportional to the applied MCP voltage.
The measured performance characteristics are described and compared with gain models based upon the geometric
parameters of the MCP.

1. INTRODUCTION

With the development of imaging EUV spectrometers that utilize reflective concave diffraction gmtings,l'2
there has been a need 1o further develop the imaging capability of detectors commonly uscd with these spectrometers.
Most detectors have planar focal surfaces, however, the surface of best focus for imaging spectrometers using
reflective concave gratings lies on the Rowland circle”. Therefore for optimum focus, the focal surface of the detector
must conform to the curvature of the Rowland circle. The imaging capability of pulse-counting detectors that use
microchannels plates (MCPs) would thus be improved if the input surface of the MCP matched the radius of curva-
ture gf the reflective diffraction grating. This paper describes the performance of such a high-gain curved-channel
MCP” with a spherically curved input face and a plane output face. This MCP, called the curved-front-face MCP,
employed channels with diameters of 12 um and a rectangular active area of 9 x 27 mm’. The MCP was made of
Coming 8161 glass with a plate resistance of ~200 MQ. The radius of curvature of the input face was 250 mm. The
MCP was manufactured by Galileo Electro-Optics Corporation.

The MCP was tested in a ceramic/stainless steel demountable Multi-Anode Micgochannel Ammay (MAMA)
detector tube with a linear 1 x 100 discrete anode array in proximity focus to the MCP~. Each anode in the array
represented a pixel with dimensions of 270 pm in width by 8 mm in length, The demountable tube allowed the MCP
to operate under ultra-high vacuum conditions necessary for minimal ion-feedback (< 10°® torr). Inside the MAMA
tube the MCP was mounted directly above the linear anode array with a gap between the anode array and the output
face of the MCP of 100 pm. The top and bottom surfaces of the MCP were electrically connected to an external
power supply necessary to bias the MCP for operation. The input face of the MCP was biased negative with respect
to the output face which was held at ground. In addition, a positive bias of 50 volls was applied to the anodes them-
selves to attract the output electrons from the MCP to the array and to keep the electron clouds from radially dispers-
ing due to coulomb repulsion.

The curvature of the input face of the curved-front-face MCP enabled the effects of channel length on output
gain to be studied. The gain is defined as the number of electrons in each output pulse emitied from a single channel
in the MCP for every input photon that enters the top of the channel. Not all output pulses from the MCP are of the
same size. This is due to the random distribution of energies and collision parameters of the electrons inside the chan-
nels. The statistical distribution in the size of the output pulses can be characterized by creating a histogram of their
magnitudes. The resultant histogram is called the pulse-height distribution (PHD) which is important in characterizing
the performance of an MCP.
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The shape and mean gain of the PHD depend on the geometry of the channels and the applied voltage across
the MCP. Curved-channel plates that operate under low gain conditions (< 10* electrons/pulse) have PHDs that are
negative exponential in shape. As the applied \8ollage is increased, the size of the output charge pulses become nearly
constant in size due to space-charge saturation’. When this occurs, the PHD becomes quasi-Gaussian in shape with a
peak in the distribution occurring at an output gain corresponding to the size of the majority of the pulses. The gain
at the position of this peak is called the modal gain. The modal gain is a function of the diameter of the channels, D,
and the ratio of the length of the channels L to its diameter - an expression knn?vn as the length-to-diameter ratio
(L/D). The modal gain also depends on the applied voltage across the MCP. Loty ' has derived an expression for the
maximum modal gain of an MCP operating under space-charge saturated conditions. His expression for the maximum
modal gain G, in units of the number of electrons is given by

~ 14
TE )

“ ) O
where V is the applied MCP voltage in volts; € is the dielectric constant of the MCP glass in farads meter™'; D is the
diameter of a single channel in meters; and e is the charge on the electron (1.6 x 10~ coulomb). The most impor-

tant feature of equation (1) is not the absolute value of G, but rather the dependence of G with respect to V and L/D.

Figure 1 is a schematic of the geometry of the curved-front-face MCP showing a cross cut of the MCP along
the length of the active area. Since the input face of the MCP is a spherical concave surface, the thickness, or length
of the channels is a function of the position on the input surface. If x is the position along the length of the active
area measured from the origin at the center of the active area, and y is the orthogonal position along the width of the
active area, the thickness L of the plate at the position (x, y) is given by

Lix, y) =L, + R(l - cos 9), 2
where
6(x, y) = sin”! [X—I:LJ (2a)

The angle 0 is measured from the center of the plate with respect to the plate's normal direction. R is the radius of
curvature of the MCP and L, is the thickness of the MCP at the center of the plate. Equation (2) can be used with
equation (1) to derive how the output gain should vary as a function of position on the MCP. The values for L, and R
for the curved-front-face MCP was 1.272 mm and 250 mm, respectively. The ratios of measured modal gain values
taken at various spatial locations on this MCP were compared to the expected ratios using equations (1) and (2), and
will be discussed in detail below.

Curved-Front-Face MCP Geometry

L(x, y)l_ _1 L
L]

— f

Figure 1. Schematic showing the geometry of the curved-front-face MCP. The input face of the MCP has a spherical
surface of radius R. The thickness of the MCP at the center of the plate is L,, and the thickness measured at a posi-
tion (x, y), where x is the distance measured along the length of the active area from the center of the plate, and y is
the orthogonal distance measured along the width of the active area from the center of the plate, is given by L(x, ¥).
The angle 0 is measured from the plate normal. This figure only shows the cross cut of the plate along y = 0.
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BAKE RUB PR D

High-gain MCPs must operate under high vacuum conditions to minimize ion-feedback. To ensure a high
vacuum environment, the MCP must first be subjected to a high temperature bake while installed in the MAMA tube
assembly. The bake allows contaminamts that are conunonly found adsorbed onto the internal surfaces of the MCP
after manufacture (e.g. moisture), to outgas from these surfaces. The MAMA tube assembly is typically baked to a
maximum temperature of 300° C for a minimum of 6 hours. During the bake, the MAMA tube is attached to a
vacuum chamber which is equipped with a 30 liter/second ion pump for continuous removal of the outgassed pro-
ducts. A residual gas analyzer is also attached to the chamber and is used to monitor the quantity and species of the
outgassed products.

Not all of the adsorbed contaminants are removed during the bake. To further clean the channels of the MCP,
the MAMA tube assembly is subjected to a "UV scrub” session which immediately follows the bake. The MAMA
tube assembly is isolated and removed from the vacuum chamber and attached to its supporting electronics to begin
the UV scrub procedure. During this procedure, high voltage is gradually applied to the MCP while exposed 10 ultra-
violet light that is directed onto its front surface from a mercury (Hg) penray lamp. The strong emission line at 2537
A from the Hg lamp provides the necessary stimulus for the MCP to start the secondary electron cascade process
through the channels. The high number of electrons released in each output avalanche effectively "scrubs” away any
adsorbed substances which the bake did not eliminate. During the UV scrub, the voltage applied (o the MCP is gradu-
ally raised at an average rate of 50 volts per day until the maximum operational voltage is reached. The pulse-height
distribution, spatial uniformity, dark noise, and total number of output events are all carefully monitored during the
entire UV scrub session.

The curved-front-face MCP was first installed into a 1 x 100 discrete anode MAMA wbe and then baked to
300° C for a period of 6 hours. Following the bake, the MCP was subjected to a UV scrub session which lasted a
period of 45 days at which time 1.0 x 10'° counts mm™ were accumulated. The scrub began at an applied voltage
across the MCP of 1200 volts, and ended at 2100 volts. The pulse-height distributions were monitored for two pixels

- pixel 12, located 10.25 mm from the center of the array, and pixel 49 located at the center.

The channels in the center of the active area first began to show a peak in the PHD at an applicd MCP voltage
of 1300 volts. The peak, which was just above the threshold set in the electronics (1.5 x 10° electrons/pulse), indi-
cated that the center channels were in space-charge saturation at this voltage. The peak for the channels above pixel
12, however, did not appear above threshold until the MCP voltage reached 1400 volts.

The center channels possessed the smallest L/D ratios in the plate and hence were the first to show space-charge
saturation. In this region the magnitude of the electric field across the channels was stronger than in the surrounding
channels causing the electrons to strike the channel walls with greater force. Consequently the output gain was higher
for the center channels, high enough to become space-charge saturated. As the voltage across the MCP was further
increased, space-charge saturation began to progressively occur in the channels further and further from the center.

Figure 2 is a plot showing the modal gain of pixel 12 (G,,) shown with circles and 49 (Gy) shown with trian-
gles as a function of the accumulated output counts per square millimeter during the UV scrub. Also shown in this
figure are the values of the applied MCP voltage during the scrub. The first point evident in the figure is that the
modal gain of pixel 49 is always greater than that for pixel 12. This is a consequence of the inverse relationship of
the modal gain to the length of the channels. The second point is that in the intervals of constant applied MCP vol-
tage where the number of accumulated counts increased the modal gain for both pixels dropped as the etectrons, col-
liding against the channel walls, scrubbed away heavier adsorbed ions. The heavier ions created output pulses which,
on average, were of higher gain than those pulses created by the electrons. Thus as the number of ions decreased dur-
ing the scrub, the gain dropped.

Figure 3 shows the ratio of the modal gain of pixel 49 to that of pixel 12 (G,/G|;) as a function of the accu-
mulated output counts per square millimeter during the UV scrub. The figure also shows the magnitude of the applied
MCP voltage during the scrub. The modal gain values are those plotted in Figure 2. The basic shape of the curve
plotted in this figure indicates that the ratio Go/G,; drops with increasing values of the applied MCP vollage. As the
voltage approached 2000 volts, the ratio approached the value predicted by equation (1) - namely the inverse ratio of
the lengths of the channels over pixel 12 to those over pixel 49 (L2/Lyg) which is 1.17 for this plate and is shown by
the dashed horizontal line in the figure. This result demonstrates that the modal gain across the MCP is inversely
proportional to the lengihs of the channels as equation (1) predicts, but only over a range of applied MCP voltages
above ~2000 volts. Below this, the ratio is somewhat larger than predicted indicating a more complex relationship of
modal gain to the L/D and applied MCP voltage V. The figure also shows that in the intervals where the plate was
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accumulating counts (at constant MCP voltage), the ratio G4o/Gy, most often increased and at_the applied MCP vol-
tages of 1800 volts and 2100 volts it appears to approach an asymptotic value. Since Gy and Gy were both decreas-

ing in these intervals,

Gy, must have dropped faster than Gao. This could have occurred in either of two ways: 1) the

channels over pixel 12 with the larger L/D ratios were cleaning up faster than those over pixel 49; or 2) the shorter
channels over pixel 49 did not require as much cleanup as the longer channels over pixel 12, making G, drop a

greater amount than Gy.

The second explanation seems more plausible since it is hard to imagine shorter channel

lengths taking longer to clean up. When the channels over pixel 12 finally became as clean the MCP voltage allowed,
the drop in gain slowed down and stopped so that the ratio approached a constant value.

PERFOR

E Al

After completion of the UV scrub, the PHD and spatial uniformity as a function of the applied MCP voltage

were measured. Figures 4a an
function of the applied MCP voltage. Both

voltage. The PHD resolution for both pixels,

showed an upward trend in the PHD
onset of ion-feedback which started in
of pixel 12, on the other band, stayed
consistent with the fact that larger L/

d b show the modal gain and PHD resolution, respectively, for pixels 12 and 49 as a
pixels 12 and 49 showed modal gains that increased linearly with MCP

however, was found to decrease with increasing MCP voltage. Pixel 49

resolution as the voltage was increased beyond 1950 volts. This is a result of the
the center of the MCP where the L/D ratio was smallest.
relatively constant as the MCP voltage increased beyond 1950 volts. This is
D ratios generally provide better jon-feedback suppression due to the longer

The PHD resolution

lengths of the channels and the lower effective electric field magnitude which reduces the impact energy of the ions
against the channel walls. Because of this, longer L/D ratio plates are generally preferred since they can maintain
higher gain output at higher applied MCP voltages with much less ion-feedback than smaller L/D plates. Pixel 12
and 49 reached a maximum modal gain of 6.09 x 10° electrons/putse, and 7.10 x 10° electrons/pulse, respectively, at
the maximum applied MCP voltage of 2100 volts. The PHD resolution measured at this voltage was 29.2% for pixel

12 and 42.8% for pixel 49.
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Figure 4. (a) The modal gain versus the applied MCP voltage for pixels 12 (circles) and 49 (iriangles). The data
shows the linear relationship of the modal gain with applied MCP voltage. (b) The PHD resolution versus applied

MCP voltage for pixels 12 (circles) and 49 (triangles).
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Figures 5a - ¢ show a sequence of PHDs of pixel 49 at applied MCP voltages of 1700, 1900, and 2100 voits,
respectively. At 1700 volts (Figure Sa) the PHD is peaked indicating that the channels in the center of the plate are in
space-charge saturation. The modal gain at this voltage was 2.34 x 10° electrons/pulse, a value just above the thres-
hold set in the electronics at 1.5 x 10° elecurons/pulse (the solid vertical line at the left edge of the figure is located at
the electronic threshold level). At 1900 volts (Figure 5b) the peak of the distribution has moved towards the right to
higher levels of gain. At this voltage the modal gain was 4.66 x 10° electrons/pulse. The distribution is quasi-
Gaussian in shape except for the high level shoulder to the left of the peak. This high level shoulder indicates the
presence of an excessive number of lower gain output pulses. These lower gain pulses are caused by the presence of
ion-feedback. Figure 5¢ shows the PHD at 2100 volts. Here again the peak of the distribution has moved out to a still
higher level of gain (7.1 x 10 electrons/pulse), but there is an increase in ion-feedback with the low gain tail to the
left of the peak rising above the peak itself. This regime is clearly beyond the level at which one would want to
operate. Figure 6 shows the PHD of pixel 12 at 2100 volts for comparison. Pixel 12 exhibited a much lower level of
ion-feedback than pixel 49. For this reason, larger L/D ratios in MCPs are more desirable because of the greater

amount of ion-feedback suppression provided by these plates.
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Figure 5. A sequence of photos showing the PHDs of pixel 49 with increasing applied MCP voltage: (a) 1700 volis -
Gy = 2.34x10° electrons/pulse, R = 55.6%; (b) 1900 volts:- Gy = 4.66x10° electrons/pulse, R = 37.6%; (c) 2100
volts - Gy = 7.10x10° electrons/pulse, R = 42.8%. The vertical line on the left side of the photos is the position of
the electronic threshold set at 1.5x10* electrons. MCP illuminated with 2537 & photons.
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Figure 6. The PHD of pixel 12 at an applied MCP voliage of 2100 volis. The modal gain G, = 6.09x10°
electrons/pulse, R = 29.2%. MCP illuminated with 2537 A photons.
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Figures 7a-d show the spatial output count rate as a function of position along the length of the MCP for
applied MCP voltages of 1600, 1700, 1800, and 1900 volts, respectively. At low applied voliages, only the channels
in the center portion of the plate responded as is evident in Figure 7a. As the voltage was increased, the channels at
the edges of the plate began to respond. This again is a result of the dependence of the modal gain to the LID ratio
and the applied MCP voltage described by equation (1). Equation (1) predicts that channels with smaller L/D ratios
should begin to saturate at lower applied MCP voltages compared to channels with larger L/D ratios. This is exactly
what was observed - the channels in the center of the plate with the smaller L/D ratios were the first to respond. As
the MCP voltage was increased, the response moved outwards from the center to those channels with increasing L/D
ratios as is evident in Figures 7b, c, and d.

Figure 8 shows the output count rate of four representative pixels in the array as a function of the applied MCP
voltage. Pixel 2 represents the output from channels on the extreme left side of the MCP. Pixels 25 and 75 represent
the output from channels about 1/4 and 3/4 of the distance across the length of the plate, respectively. Finally, pixel
50 represents the output from the center of the MCP. Figure 8 shows that pixel 50 was the first to detect output
pulses as the MCP voltage was increased. Pixels 25 and 75 were not far behind as they began to rise rapidly at an
applied MCP voltage of ~1600 volts. Finally, pixel 2 began to respond at 1700 volts.

Again, this shows the inverse relationship of the modal gain to the L/D ratio at constant applied MCP voltages.
Each curve in Figure 8 shows a steep rise followed by a region where the output count rate began to level off. The
steep rise is due to the rise in output gain as the voltage was increased. With increased gain, the number of pulses
that exceeded the electronic threshold level increased until the majority of the pulses were well above threshold.
When this occurred, the output count rate leveled out to a constant value. This is the ideal region in which to operate
because the output is rather insensitive t0 changes in the supply voltage to the MCP and to variations in the threshold
setting. Beyond this region, the oulput count rate again began to increase due to the onset of ion-feedback at the
higher MCP voltages. At these higher voliages additional scrubbing action in the channels caused the release of addi-
tional adsorbed substances. These substances became ionized by collisions with the output electron clouds and wan-
dered back up the channels to hit the walls releasing additional electrons which were then detected. Because of the
large mass of these ions compared to the electron’s mass, the ions do not make it very far up the channel before
striking the channel wall. Hence, the output pulses from these events are generally of low gain. :

4. CONCLUSIONS

The continuously varying channel lengths from the center of the curved-front-face MCP to its edge has allowed
a look at how the shape and modal gain of the PHD depend on the channel length. The performance data shows a
definite inverse relationship of modal gain with the L/D ratiq, as equation (1) predicts. This was bomn out of the meas-
urements of the PHDs as well as the spatial uniformity of the output counts across the active area of the MCP. In
addition, the amount of ion-feedback suppression was found to be a function of the length of the channels. Greater
jon-feedback suppression was found for channels of longer length. It was also found that the UV scrub is more
effective in cleaning the walls of channels that are of shorter length, since these channels have smaller surface area,
and the effective electric field across these channels is greater for a constant applied MCP voltage across the plate.

The spatial response of the curved-front face MCP was found to be quite uniform as the applied MCP voltage
was raised to a level of 1900 volts. In addition, at an applied MCP voltage of ~1950 volts all the channels in the
plate were in space-charge saturation without excessive ion-feedback. This, the relatively high output gain of ~4 x
10° electrons/pulse, and the PHD resolution of ~35% indicate that the curved-front-face MCP is more than adequate
for its intended use in a spectrometer that utilizes a Rowland circle type mounting.

Future plans in the evaluation of curved-front-face MCPs are to measure the modal gain as a continuous func-
tion of position across the entire active area of the MCP. This would provide a more accurate way to measure the
(L/D)"* dependence of the modal gain. In addition, we hope to make use of such an MCP in a MAMA imaging
detector attached to an EUV spectrometer that utilizes a Rowland circle mounting to allow detailed measurements of

the imaging performance.
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Figure 7. The output count rate as a function of spatial position along the 1x100 linear pixel array. The applied MCP
voltages are (a) 1600 volts, (b) 1700 volts, (c) 1800 volts, and (d) 1900 volts. As the voltage is raised, the center of
the plate is first to respond, followed by the edges of the plate as the voitage is further increased. Pixels 12 and 49
bave zero counts because they are connected to different output circuitry for pulse-height distribution analyses.
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High resolution decoding techniques and single-chip decoders for multi-anode microchannel arrays
David B. Kasle
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ABSTR

The multi-anode microchannel array (MAMAY) is a photon counting detector which decodes the position of an
event through coincidence discrimination. The decoding algorithm which associates a given event with the appropriate pixel
is determined by the geometry of the array. In a standard MAMA detector, the pixel size is determined by the spacing of the
anode array; however, the actual limiting factor to the pixel resolution is the spacing of the channels in the microchannel
plate. The analog amplitude of charge amplifier pulses can be converted to digital quantities and employed for increasing the
resolution of the detector by calculating the centroid position of each event in real time. This centroiding procedure can be
implementad as an independent module of the decoder, operating in paralle!l with the standard digital decoding circuitry and
providing the least significant bit(s) of the pixel address. Decoding hardware and techniques for enhanced pixel resolution are
discussed in light of speed and complexity issues. A space-based realization of the MAMA detector requires that the
decoding circuit be a single-chip monolithic or hybrid integrated circuit because of power, size and weight constraints. A
single-chip CMOS gate array version of the decoder is discussed and contrasted with existing multi-chip decoders in terms of

size, speed and power.
‘ 1, INTROD N

The multi-anode microchannel array (MAMA) employs a photocathode for photon/electron conversion, a
microchannel plate (MCP) for electron multiplication and an anode array combined with charge amplifiers for event
detection. Decode electronics interpret the charge amplifier outputs to determine the pixel position of an event. The
integration over time of a number of events results in a two-dimensional image which is stored in memory. The block
diagram of a MAMA detector is shown in figure 1.

The current generation of MAMA detectors employ fine-fine anode arrays, each of which consists of two sets of
interleaved fine discrimination anodes in a repeating series. The first set consists of n anodes (which repeats for n+2 cycles)
and the second set consists of n+2 anodes (which repeats for n cycles), resulting in a total of ns(n+2) pixels, where n must
be even to insure unique decoding over the entire array. The interleaving of the two sets of anodes is analogous 10 two
waves of slightly different frequency beating against each other for one complete cycle.

The spread of the electron cloud due to a single photon event varies according to bias voltages applied to the
photocathode, MCP and anode array, as well as to MCP characteristics. The size of an electron cloud is quantized by the
number of anodes illuminated, also referred to as the order of the fold, i.e., a three-fold designates the situation in which three
contiguous anodes are struck by sufficient numbers of electrons to have voltages greater than some usér-specified threshold.
A scaled-down version of a fine-fine anode array (n=4) with one-, two-, three-, and four-folds is shown in figure 2. The
electron cloud spread must be sufficient to illuminate at least two anodes, i.e. a two-fold, in order to allow for the unique
decoding of the position of the event; however, the decoding algorithm must be capable of coping with higher order folds.
Determining the pixel position of a two-fold is relatively straight forward, but this is not the case for higher order folds.
Thus event decoding is divided into anode encoding, which is the process of converting an m-fold into the equivalent two-
fold for arbitrary m, and pixel decoding, which is the process of translating the resultant two-fold into the correct pixel

position.

The anode encoding process is demonstrated for three- and four-folds in figure 2. The equivalent two-folds are
indicated by the smaller black circle outlines contained within the shaded areas of the three-fold and four-fold. Note that the
three-fold has two possible equivalent two-folds, a property of all odd-ordered folds. For odd-ordered folds, the decoder has
three options: always choose the left equivalent two-fold, always choose the right or dither between the two. Dithering
between left and right makes the pixel sensitivity profiles more symmetric, but introduces a small amount of noise in the
image.
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The pixel decoding process involves the translation of the two encoded anode numbers which make up the current
equivalent two-fold into the corresponding pixel number. Pixel decoding admits either look-up table or arithmetic algorithm

solutions.
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Figure 1. MAMA block diagram Figure 2. finc-fine array with multi-folds

HIGH RESQL DE!

In a standard MAMA detector pixel size is equal 10 the spacing of the anodes; however the ultimate limiting factor
in the resolution of the detector is the spacing of the pores in the microchannel plate. The resolution of the MCP is
generally about twice that of the anode array. This leads to the question : Is it possible to increase the resolution of the
detector without changing the detector itself but only by attering the readout electronics? The answer is yes, and there are
several ways to do this. The simplest technique is called even-odd discrimination and involves discriminating between even
and odd folds to generate a single least significant bit (LSB). The LSB is then concatenated at the end of the most
significant bits (MSB's), thereby doubling the detector resolution. This operation can be performed in parallel with the
standard decoding procedure and necessitates the addition of minimal hardware to the standard decoding circuitry (although the
memory size must be quadrupled). Figure 3 illustrates normal resolution (top) versus even-odd discrimination (bottom).
Standard pixels are twice the size and span from the center of one anode to the next, whereas the even-fold pixels are centered
betweeen the anodes and the odd-fold pixels are centered on the anodes themselves. The value of the least significant bit
depends on whether the throw left or the throw right option is used for handling odd-ordered folds. In the case of throw left,
the LSB is high if the event is an odd-fold, whereas in the case of throw right, the LSB is high if the event is an even-fold
and is low otherwise. Notice that the dither option for odd-ordered folds cannot be used when performing even-odd
discrimination. The performance of this algorithm depends in part on the number of even-folds being comparable to the
number of odd-folds. The additional hardware required to perform even-odd discrmination in parallel with the standard

decoding circuitry incurs no loss of decoder speed.

Greater accuracy can be obtained at the expense of increased circuitry if the analog voltage values of the anodes are
made available as digital quantities through the addition of analog-to-digital (A/D) converters to the charge amplifier outputs.
There are several ways to use this addditional data to generate the LSB(s) in parallel with the standard decoding of the MSB's.
The simplest of these is called the anode voting algorithm and involves subdividing each standard size pixel in half, then
generating the LSB which selects in which half of the pixel to bin the event by “voling” between the two anodes which
make up the equivalent two-fold: i.e., if the right hand anode has a greater magnitude signal than the left hand anode, then
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the LSB is one and the event is binned in the right half. Otherwise the LSB is zero and the event is binned in the left half.
A slightly more complex version of this algorithm uses all anodes of the multi-fold, not just the equivalent two-fold. For
example, in the case of a five-fold, the central anode would be ignored while the two left side anodes would be summed and
compared to the sum of the two right side anodes to generate the LSB and determine in which side the event should be
binned. Very fast flash A/D converters of eight bits or less would be ideal for this purpose. Either of the two high
resolution voting schemes requires a minimal penalty in the speed of the decoder. Figure 4 compares even-odd
discrimination (top) with the voting algorithm (bottom). Both have double the resolution of standard decoding, but they are
skewed with respect to each other by one half of a pixel, and in each case the voting algorithm must choose between two
adjacent pixels. Figure 5 illustrates the hardware required for equivalent two-fold voting in block diagram form.
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Figure 3. high resolution : even-odd discrimination Figure 4. even-odd discrimination vs. voting algorithm

A considerably more complex utilization of A/D converters is anode centroiding. This technique can be employed
with either the equivalent two-fold or the full multi-fold and can be used to generate an arbitrary number of LSBs to any
desired accuracy, although it is probably only useful to centroid 10 the resolution of the MCP. The centroid is described by

the equation :
< Z X, A
= = (1)
2 A,

where Xj is the position of anode i with respect to the standard pixel position and A; is the digital value of the analog
voltage of anode i. The pixel position is then given by

n
pixel # = standard pixel # + -z—ii + X | SB's (2)

where n is the number bits included in the LSBs. This algorithm suffers a significant penalty in terms of speed because it
requires addition, multiplication and division. While adders are quite fast and Booth algorithm multipliers are relatively fast,
division is a slow process involving reciprocal approximation followed by multiplication. Because these operations must be
performed in serial fashion, the speed penalty can be quite significant.
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All of the high resolution decoding algorithms described above produce data which can be flat fielded for purposes of
normalizing pixel responsivity. In addition, all of the algorithms can be implemented in paraliel to the standard decoding

circuitry to produce the LSB(s).
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Figure 5. equivalent two-fold voting hardware block diagram
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To date, all MAMA detector systems have had circuitry composed of discrete parts, suitable for ground-based
astronomy or use on sounding rockets. However, in the near future MAMA detectors will be employed in satellite systems
such as the Solar Heliospheric Observatory and the Space Telescope Imaging Spectrograph. Space-based MAMA detectors
require (relatively) radiation hard decoding circuitry with lower power, weight, and size and higher reliability than their
ground-based counterparts, preferably in the form of a single chip. The obvious solution to this problem is an Application
Specific Integrated Circuit (ASIC). ASICs are single chips which can contain massive amounts of combinational and
sequential logic, a feature which allows for designs with significant parallelism and therefore significant speed advantages.
ASIC's can be easily upgraded or modified without any weight or size penalty, and a design composed of ASIC parts will
have fewer components and therefore higher reliability than the the same circuitry constructed with discrete paris. Power
constraints dictate that the ASIC be of the Complementary Metal Oxide Semiconductor (CMOS) variety.

The simplest ASIC's are Field Programmable Logic Devices (FPLDs), which can be programmed by the user by
either burning fusable links or storing static charges within the device. While this capability of instant turn-around is useful
in the design phase, FPLDs have a much smaller device capacity and tend to be slower than other forms of ASIC. FPLDs
are inexpensive in terms of the cost per package basis, but more expensive in terms of the cost per gate. In addition, no
radiation hard FPLDs are currently available, making them undesirable for space-based applications.

Gate arrays offer an ASIC technology with considerably greater speed and dramatically greater functional capacity.
A gate array usually consists of numerous unconnected CMOS gates (although BiCMOS and ECL technology arrays are
also available). The design process consists of deciding how to interconnect the gates and fabrication consists of applying
wo layers of metal according to the design masks. Gate arrays are less expensive on a per gate basis, being able to
accommodate designs of over 50,000 gates. Fabrication time depends on the vendor, but is generally around a month after
final design submission. Circuit speed depends largely on layout efficiency and fan-out, but is approaching that of full
custom designs thanks to channel-free compacted arrays and shrinking device sizes. Radiation hard gate arrays are available

which are hardened 1o 500 Krads and can tolerate over 10° rads/sec without upset and up to 1012 rads/sec without latch up.
The current generation of high performance CMOS gate arrays are as fast as standard Transistor-Transistor Logic (TTL)
discrete parts but use much less power, and they have a high rate of first time success without requiring repeated design

iterations.
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Standard cells are pre-designed and optimized combinational and sequential circuit blocks which make up a library of
functions available to the designer. The standard cell ASIC design pracess consists of selecting the appropriate functions and
determining their interconnections. Thanks in part to variable transistor sizes, cell-based designs tend to be somewhat denser
and faster than array-based designs. Cell-based designs also tend 10 be more expensive than array-based designs and typically
require a month and a half to two months to fabricate after final design submission. Read Only Memories and Random
Access Memories (ROMs and RAMs) are two to four times denser in cell-based technologies than in array-based
technologies, and the smaller die sizes required by cell-based ASICs generally lead to greater flexibility in packaging. Cell-
based designs typically require longer times for testing, production and design iteration. Radiation hardness and functional
capacity of cell-based technology are comparable to those of array-based technology.

Full custom ASIC designs provide the ultimate in small size, low power and high speed performance.
Unfortunately, since they must be laid out by hand, one transistor at a time, they are also the most expensive and require
typically a year or more to produce. A variety of technologies are available, including CMOS, Bipolar and Gallium
Arsenide (GaAs). Functional capacity is limited only by die size and density is limited only by minimum device size and
designer ingenuity. Radiation hard technology is readily available, but the high cost and slow turn around time of radiation
hard full custom ASIC's makes them undesirable for all but the most demanding of applications.

Because of their relatively low cost, massive functional capacity and fast production time, CMOS gate arrays were
selected as the target technology for space-based MAMA decoders, and LSI Logic was selected as the vendor by virtue of
their high performance and high capacity radiation hard gate arrays. The decoder has been designed and is currently being

simulated at Stanford University.

The design process was unique because Olympus, the Stanford University Logic Synthesis System was employed
for generating the entire circuit. Olympus actually consists of a number of independent software packages which pass data
via standard file formats, as shown in figure 6. Typically a gate array is designed by using a schematic editor o lay out the
circuit, gate by gate; this is a rather tedious process for any substantial circuitry. However, Olympus allows the user to
describe the behavior of a circuit with a hardware description language called Hardware C (which resembles the C
programming language). This is very much like writing a functional simulation of the circuit, a much easier task than
using a schematic editor to lay out each gate. Olympus then performs all the tasks necessary to convert the high level

description into an actual circuit design.

- HARDWARE C
BEHAVIORAL DESCRIPTION

THOR
HERCULES
(BEHAVIORAL, STRUCTURAL FUNCTIONAL SIMULATOR
& CONTROL SYNTHESIS) y
y
SUIF oSt
STRUCTURE & LOGIC
INTERMCDUTE FORUAT C STRUCTURED LANGUAGE
JANUS EQN L L
TRANSLATION INTERFACE EQUATION FORMAT &ﬁfomﬁﬂﬁ'f. ;)
3
o LS! LBRARY
10s
(LSI LOGIC DESIGN &
SIMULATION TOOLS)

Figure 6. Stanford University Logic Synthesis System and LSI Design and Simulation tools
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Hercules, the high level synthesis package of Olympus, performs behavioral, structural and control synthesis to
convert the Hardware C description into a register transfer level (RTL) description consisting of combinational and sequential
The RTL description is then written out in Structure and Logic Intermediate Format (SLIF) form. If the user
wishes to perform functional simulation at this juncture, the SLIF file is translated into C Structured Language (CSL)
format and the THOR simulator performs functional (but not electrical) simulation. Next the Janus translation interface
program translates the SLIF description into Equation (EQN) format. The EQN format file is then logically optimized and
mapped into the LSI technology by the MIS 1I program. Janus translates the output of MIS II into a standard nedist in the
LSI Logic format. At this point the design process is complete. Finally the LSI Logic Design and Simulation tools (LDS)
are used for gate level simulation and electrical evaluation of the circuit. LDS also performs placement and routing of the
gates and handles chip finishing tasks such as placing bond wires from the die 1o the pad frame. The design is now ready for

equations.

fabrication.

A block diagram of the gate array realization of the MAMA decoder is shown in figure 7. Input latches are required
to store wransient inputs which are not always precisely coincident in time due to timing jitter in the charge amplifiers.
Massively parallel combinational logic encodes the inputs into an equivalent two-fold. So called "glue logic" adjusts the
equivalent two-fold for degenerate cases, such as wrap-around, when an event spans the transition from one cycle of the
anodes to the next. The equivalent two-fold is then simultaneously decoded in parallel into the pixel location for array sizes
of 224, 360, 960 and 1024 pixels. All four pixel outputs are multiplexed into the correct pixel address according to the
actual MAMA detector anode array size in use. A pipelined output latch maintains a valid pixel output while new inputs are
propagating through the circuit, thereby improving pulse pair resolution. The equivalent two-fold to pixel address decoding
can be performed with either ROM Look-Up Tables (LUTs) or arithmetic algorithm logic blocks, and the gale array contains
both. ROM LUT's require four to six umes the number of gates required by arithmetic algorithm pixel decoders, but they

have the advantage of operating more than twice as fast.
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Figure 7. MAMA decoder gate array block diagram

The gate array design can accommodate active high or active low charge amplifier inputs, and decodes any user
selected combination of two-, three-, four-, five- or six-folds. High resolution even-odd discrimination is provided as an
option, and under normal resolution odd-ordered folds can be handled by throwing left, throwing right or dithering between
the two. Inputs and outputs are latched and the timing jitier window which defines whether charge amplifier outputs are
coincident in time is user controllable. The gate array can decode a single axis of 224, 360, 960 or 1024 pixels; for
example, two gate arrays would be required to decode the output of a 360 by 1024 pixel MAMA detector. Normal
commercial fabrication will be used for initial evaluation of the gate array, but the design will eventually be fabricated in

radiation hardened technology. The gate array chip can be put in a variety of packages, including pin grid arrays and surface
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mount packages; however, leadless chip carriers are not suitable for this application, because of the high number of inputs
and outputs exceeds the current limits of leadless chip carriers.

A ceramic pin grid array (CPGA) package which will house the gate array is shown in figure 8. By way of contrast
a pair of fine-fine decoders constructed from discrete parts for a ground-based MAMA detector are shown in figure 9. The
more dcnsely populated circuit board decodes 960 pixels and the other board decodes 224 pixels. The CPGA has an area of

17 cm2, while each discrete part decoder circuit board occupies 331 cm?. The gate array is projected to require less than 0.25
watts to perform decodes in less than 175 nanoseconds (including input and output latching time), as opposed to the discrete
part decoders which require 12 watts to decode events in 75 nanoseconds (without any latching).

{"w" T TSRO -

[T

Figure 9. MAMA discrete part decoder circuit boards : 224 and 960 pixels
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4, CONCLUSIONS

The resolution of a MAMA detector can be increased without changing the detector itself, simply by altering the
readout electronics. Resolution can be doubled by even-odd discrimination, and the addition of A/D converters to the charge
amplifiers allows more complex high resolution decoding techniques such as anode voting and anode centroiding. Space-
based MAMA applications require decoders of low power, small size, high reliability and radiation hardness. These
requirements are satisfied by a CMOS technology gate array ASIC currently under developement at Stanford University. The
circuit was designed using Olympus, the Stanford University Logic Synthesis System. The gate array handles active high or
active low inputs, has latched inputs and outputs, performs even odd discrimination for high resolution, interprets two-
through six-folds and decodes 224, 360, 960 or 1024 pixels. The gate array can be fabricated in standard commercial

technology or radiation hardened technology.
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ABSTRACT

Imaging MAMA detector sysicms with formats as large as 1024 x 1024 pixcls arc now being uscd at vluraviolet and
visible wavelengths. In addition, MAMA dcicctors with 2048 x 2048 pixcls arc under construction for usc on NASA
Goddard Space Flight Centcr's Hubble Space Telescope Imaging Specuograph (STIS). Thesc detector systems operate with
zero readout noise and are optimized for low signal level studics on the ground and in space. The ultraviolet versions of the
MAMAEs utilize "solar blind" photocathodes and have significantly higher detcctive quantum cfficicncics than currently
available CCDs for many applications at far ultraviolct (FUV) and extreme ultraviolet (EUV) wavelengths.

In this paper, we describe the configurations and performance characteristics of the latest versions of the MAMA
detectors and discuss the development of the hybrid clecuronic circuits necded for forthcoming space missions. Wec also bricfly
prescnt data recorded with the MAMA detectors on a recent sounding rockct Mlight. In addition, we rcport on the performance
characteristics of several different types of high-gain microchannel plate (MCP) configurations currcntly under evaluation
with the MAMA detector sysiems: specifically curved-channel, "chevron”, "Z-plate”, and helical-channel MCPs. The gain,
uniformity, dark noise and dynamic range characteristics of these plates arc compared and contrasicd with particular cmphasis
given 1o their effect on MAMA detector sysiem performance.

L INTRODUCTION

The Multi-Anode Microchannel Array (MAMA) delcctor systems are state-of-the-art photon counting imaging
detectors currently under development in the laboratory for use in a number of space asurophysics missions. These detectors
are designed 10 providc high spatial and tcmporal resolution for applications in low-light level imaging and spcctroscopy at
ultraviolet, FUY and EUV wavelcngths. Large-format versions of these devices (2048 x 2048 pixcls) are currcntly under
development as the prime detectors for the Hubble Space Telescope Imaging Spccurograph (STIS), and high-spatial-
resolution versions of the detectors have been baselined for the prime specurograph on board the Far Uluraviolet Spectroscopic
Explorer (FUSE)/Lyman. In addition to these astronomy missions, (360 x 1024) - pixel MAMA detectors have been selccted
for usc in several instruments on board the European Space Agency (ESA)/NASA Solar and Hcliospheric Obscrvalory
(SOHO) mission and in the Uitra-high-resolution XUV Spectrohcliograph (UHRXS) to be built for the Space Station

Freedom.

As part of the devclopment of the MAMA detcctors we are gathering astronomical daw from both ground bascd
observations and sounding rocket flights. Because of the random rcadout capability of the MAMA sysicm, it lcnds itself o
imaging applications which require high time resolution, such as spcckle interferometry, specklc imaging, astrometry, and
image motion compensation at both visible and ultraviolet wavelengths. In addilion, the thresholding techniques employed
in the system elecuronics result in zero readout noise so that the residual noisc in the output signal is just the Poisson noise
from the incoming light signal and the dark noise (rom the MCP.

In this paper we describe the configurations and performance characteristcs of the latest versions of the MAMA
detector systems. We also present recent sounding rocket data recorded with a MAMA detcctor showing the galaxy
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NGC 6240 imaged in the ultraviolet at wavelengths around 1450 A. In addition to these imaging results, we present some
performance data recorded with a MAMA detcctor utilizing a numbcer of different high-gain MCP configurations. In
particular, we compare and contrast the gain characteristics, dark noisc, spatial uniformity, and dynamic range.

R3SY M

The MAMA detcctor sysicm is composcd of the tube assembly, the charge -amplifiers, discriminators, and the
decode electronics followed by the memory, timing, and control circuitry. Figure 1 shows a schematic block diagram of the
MAMA detector system. The wbe assembly contains a single high-gain curved-channel microchanncl plate (MCP) in
proximity focus with a two dimensional anode array. The MAMA can opcrate with cither a scmi-transparcnt photocathode
deposited on the back surface of an input window in proximity focus with the front facc of the MCP or in the open tube
configuration with an opaque photocathode deposited directly on the input face of the MCP. Figure 2 shows a
three-dimensional cutaway of the MCP and anode array in an open tube configuration. The anode array is a two-dimensional
array of gold electrodes deposited in two orthogonal layers scparated by a thin laycr of silicon dioxide. The top layer encodes
one axis of the two dimensional array and the bottom layer encodes the orthogonal axis. The output charge clouds (rom the
MCP must strike two or more anodes simultaneously in each direction to allow the position of the event to be encoded
correctly. The anode center-to-center spacing determines the pixel size. Anode arrays with both 25 x 25 pm? pixels and

14 x 14 um? pixels have been fabricated and tested to date!.

The charge pulses from the anodes are first amplified with the charge-scasitive amplificrs and arc then sent 1o a
discriminator which creates a digital pulse only if the input pulse is above a set threshold level. The threshold is sct above
the system electronic noise yet rcmains well below the level of the output signal pulses from the MCP. The digital output
pulscs are then fed into the decode logic circuitry which determincs, from the particular group of anodes that have been
simultancously hit with signal charge, the location of the cvent. This method of cncoding allows a x b pixels in cach
dimension to be decoded with a + b amplificr and discriminator circuits. The orthogonal axis encodes pixcl locations in the
same way. Hence, 1o encode an array of 1024 x 1024 pixels, only 2 x 64, or 128 amplificr and discriminator circuits are
required. Afier the address of each photo-event is decoded, it can either be tagged with the time of arrival and stored to tape

ANODE ARRAY

DECODE -——}
{ > ELECTRONICS

MEMOAY
| >—+{ oecooe
- >_.'ELECTRON1CS ___j
CHARGE
AMPLIFIERS

Figure 1. Schematic of the imaging MAMA detector system.
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Figure 2. Schematic showing a cutaway of the MAMA imaging detector system with the single high-gain curved-channel
MCP and the two dimensional anodc array.

(referred 1o as the time-tag mode), or the events can be integrated in memory over a period of time and rcad out as an
integrated image. The time-tag mode is used if temporal resolution is required, such as in applications involving speckle
imaging and motion compensation. More detailed information on the time-tag mode of opcration is given by Timothy,

et al.23

Three differcnt anode array geometrics have been designed, built, and tesied using the above method of pixel
encoding. The first generation of these arrays were called the coarse-fine arrays. The output pixcl-to-pixe! uniformity of these
arrays suffered from capacitive imbalances between the coarse and fine anodes which introduced a fixed paticrn in the flat ficld
response. This was somewhat remedied in the second gencration design, which rcarranged the anode gecometry 1o reduce the
capacitive coupling. These amays, called balanced coarse-fine arrays, still suffcred output nonuniformitics from the inductive
coupling between anodes resulting from the fast risctime of the output pulses from the MCP (< 500 ps).

A third generation of anode arrays have now been fabricated and tested which utilize a slighity different encoding
geometry. This new array geometry, calicd the fine-finc array, was designed to capacitively batance and inductively decouple
the anodes to provide improved pixel-to-pixel output uniformity. These arrays allow the encoding of {nx (n + 2)]2 pixels
in a two dimensional array with 4 x (n+ 1) amplifier and discriminator circuits. (224 x 960) - pixel,
(360 x 1024) - pixel and (1024 x 1024) - pixel finc-fine arrays have already been fabricated and tested. Figure 3 shows the
(2048 x 2048) - pixel finc-finc array. which is compriscd of four contiguous (1024 x 1024) - pixel arrays butted up
against each other with less than a 3 pixel dead space beiween arrays. The (2048 x 2048) - pixcl arrays have been fabricated
but not yet tested in a complete MAMA system. We are currently waiting the delivery of the 75-mm-format MCPs required
for this size array. We plan to start iesting these arrays in April, 1990. More detailed information on the configurations and

performance characteristics of these arrays is given by Timothy, et all4 and by Morgan, e/ al’
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To date, all MAMA detector systems have had circuitry composed of discrete parts, suitable for ground-based
astronomy or use on sounding rockets. However, in the ncar futurc MAMA detectors will be employed in satellite systems
such as the Solar and Heliospheric Obscrvatory and the Space Telcscope Imaging Specrograph. Space-based MAMA
detectors require relatively radiation-hard decoding circuitry with lower power, weight, and size and higher reliability than
their ground-based counterparts, preferably in the form of a single chip. The obvious solution to this problem is an
Application Specific Integrated Circuit (ASIC). ASICs are single chips which can contain massivc amounts of
combinational and scquential logic, a feature which allows for designs with significant parallclisin and thercfore significant
speed advantages. ASIC's can be easily upgraded or modified without any wcight or size penalty, and a design composed of
ASIC parts will have fewer components and therefore higher reliability than the the same circuitry constructed with discrete

parts.

Because of their relatively low cost, massive functional capacity and fast production time, CMOS gate arrays were
selected as the targel technology for space-based MAMA decoders, and LSI Logic was sclected as the vendor by virtue of their
high performance and high capacity radiation hard gate arrays. The decoder has been designed and is currcntly being simulated

at Stanford University. The decodcr can interpret the outputs of 224, 360, 960 or 1024 pixcl arrays. Fabrication of the
decoder chip in commercial technology is scheduled for June of 1990. Afier testing, the decoder chip can also be fabricated in

radiation resistant technology able to lolcrate over 108 rads/scc without upsct and up 10 10'? rads/sec without latch up.
Ball Acrospace currcntly has plans to submit a design to Tektronics for an intcgrated version of the

amplifice/discriminator clecuonics. Test versions of the integrated amplificr chips arc scheduled for delivery by thc end of this
summer. By using both the intcgrated decode and amplificr chips, thc SOHO tube, amplifiers, and decode circuitry will be
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able 1o fit within a box of approximatcly 25 x 15 x 10 cm3 dimensions. This represents a miniaturization by about 3 factor
of 14 over currcat implecmentations of the delector,

4 K R

In June 1989, under the dircction of Dr. Andrew Smith at the NASA Goddard Space Flight Cenier, a
(256 x 1024) - pixel balanced coarse-fine MAMA detector with an opaque Csl photocathode was flown aboard a Boosted
Termrier Black Brant Sounding Rocket to record ultraviolet imaging dala of the imregular galaxy NGC 6240. This galactic
object is thought to be two gas-rich galaxies in collision. The purpose of this flight was to collect imaging data necessary to
study the spatial morphology of the UV emissions in this object

The MAMA tube assembly and supporting elcctronics flown on this rocket flight are shown in Figure 4. Figure Sa
shows 220 seconds of raw data taken in the lime-tag mode. The data were taken at a central wavelength of 1450 A with a
passband of AA = 500 A. The ficld-of-view of this image is 6.4 x 25.6 arc min-2. The raw image is smeared duc to pointing
drifts during the flight (notc the 3 star trails on the Ieft side of the image). The galaxy itsclf is smeared beyond recognition.
Figure 5b shows Lhe reconstructed image with the smear motion removed. This was obtained by using the Lime-tagged
photo-events in the star trails to determine the time history of the pointing drifts. These corrections were then applicd to the
cntire set of time-tagged data. The widths of the reconstrucied star images are approximately two pixels (3 arcsec). NGC
6240 now shows up clcarly in the reconstructed image. Further information on the results of this cxperiment is given by

Morgan, e! al3

Figure 4. (256 x 1024) - pixel MAMA imaging system flown on the rocket Qight to collect UV data of NGC 6240.
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Figure 5. Raw (a) and rcconstructed (b) UV images of NGC 6240.
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5. MCP DEVELOPMENT TESTING

igh-Gain nfiguralion

The MCP uscd in the MAMA detector is a thin scmiconducling glass platc composed of 105 1o 107 small porcs or
channels which provide amplification of incoming radiation or particies by means of sccondary electron emission. MCPs
have been made with channel diameters as small as 4 um é, however, most of the high-gain MCPs that we have tested 1o
date have channe! diameters of 12 um on 15 pum centers. Amplification is accomplished when a negative high vollage (a few
KV) is applied to the input face of the MCP with the output facc at ground. When a photo-gencrated clectron from a
photocathode strikes the top inside surface of a channel, two or more elcctrons are emitted from the channcl surface. The
applied voliage across the MCP pulls each of these clectrons further into the channcl where they again strike the channel
wall liberating two or more additional electrons per impact. This multiplication process continues until the cloud of liberated
electrons, which gencrally contains 105 10 106 electrons, exits the output end of the channel. The numbcr of clectrons in the
output electron cloud is called the gain. The gain is detcrmined by the physical size of the channcls, the physical
characteristics of the MCP glass, and the magnitude of the applied MCP voltage.

The output clectron clouds are not all uniform in size because of the random nature of the clectron collisions inside
the channels. The size of the output clouds arc therefore suatistically distributed. Such a distribution, generally referred to as
the pulse-height distribution (PHD), is important in charactcrizing the performance of the MCP in an imaging detector,
When an MCP is operated under low gain conditions, the PHD is ncgative exponcntial in shapc7. As the gain is increased
by increasing the applicd MCP voltage, the sizes of the clectron clouds become more uniform due to space-charge saturation
¢ffeets and changes in the electrostatic ficld at the output end of the channcls. These effccts cause the PHD 10 become quasi-
Gaussian in shapc7. The peak in the distribution is called the modal gain, and the FWHM divided by the modal gain is called
the PHD resolution. Amplifiers with discriminator thresholds sct to the low gain "valley” of a spacccharge saturated PHD
are less sensitive to changes in MCP gain performance and therefore are more photometrically stable when operating in the

"pulse-counting” regime.

We, at Stanford, are currently conducting an investigation of the performance characteristics of four types of high-
gain MCP configurations with the MAMA detector system. These four configurations include the curved-channel
("C-plate”), the "chevron®, the "Z-platc”, and the hclical-channel MCP. The curved-channcl MCPs were made by Galileo
Electro-Optics Corporation, the “chevron™ by Hamamatsu Corporation, the "Z-plaic™ by Ampcrcx Corporation, and the
helical-channel plates by Detector Technology Inc. The gain, output uniformity, and dark count rate were measured for each
of the above configurations using a demountable MAMA detecior sysicm. The purpose of this investigation was to
determine which of the four high-gain MCP conligurations arc best suited to allow the MAMA dctector system to mect the

design goals of the STIS and the SOHO space programs.

<
(4F\1 '
e .
i

(@
Figurc 6. High-gain MCP configurations. (a) curved-channel, (b) "chevron™, and (c) "Z-platc”.
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The MCP in thc MAMA dctector system must be capable of high-gain output in the "pulsc-counling” regime for
proper operation. This requires that the MCP operatc under high applicd voltage conditions sufficicnt o provide space-charge
saturated pulse-height distributions with high modal gain and low ion-feedback. lon-feedback is an undcsirable condition in
which residual gas molecules in the path of the output electron cloud arc positively ionized by the impact with the cloud and
are then pulled back up the channcl by the applicd MCP voluage. Thesc ions strike the channcl wall hiberating additional
electrons which then cascadc down the channel creating noisc pulscs following the main signal pulsc.

Figure 6 is a schematic showing the cross-sectional view of three of the four high-gain MCP configurations that are
under evaluation. These are the curved-channel (Figure 6a), the "chevron™ (Figurc 6b), and the "Z-platc” configurations
(Figure 6¢). The curved-channel configuration is composed of a single plate with the channcls curved in a “C” shape 1o
suppress ion-feedback. The other two configurations utilize two ("chevron™) or three ("Z-platc™) MCPs stacked together, each
sct with their angled straight channcls opposing each other 1o provide ion-feedback suppression.

Figure 7 shows the channel configuration for the fourth high-gain MCP undcr cvaluation — the helical-channel
MCP. This figure shows an carly version of a helical fiber configuration with four channels twisted logclhcrs. The
helical-channel MCP is built up by fusing as many of these twisicd elcments together as necessary 1o make the desired plate
size. Since no shearing is requircd to construct these plates (unlike the curved-channcl MCP which requires shearing to
construct the C-shape of the channcls), the yicld of good usable platcs is theorctically much greater than for curved-channel
MCPs. With only four channcls per twistcd clement, the open-arca-ratio (OAR), defined as the ratio of the lotal open arca of
all the channels to the total active arca of the plate, was only about 12% with channcl diameters of 50 um. Latcr versions
that we have tested contain up to 91 channels per twisted element with 25 um diameter channcls. These MCPs have

improved OARs of approximatcly 45%.
in 1

The characterization of the four MCP configurations was conducted utilizing a MAMA demountable tube with 2
linear output array of 100 anodes. A photograph of the (1 x 100) - anode tubc asscmbly is shown in Figurc 8. The tube
consists of a ceramic and stainless steel rear body which houses the anodc array, thc MCP, and a repcller plate used to focus
clectrons emitied from the MCP's inrachannel web regions down into the MCP channels for improved deteclion efficiency.
The anode array output pulses are conducted through a ceramic header at the rear of the MAMA 1ube 10 the output pins at the
back of the tube. The anodes are metallized gold on a ceramic substrate with a scparation distance between anodes of 270 pm
and a length of 8 mm. The MCP is held in proximity focus above the anode array with a gap of approximatcly 100 pm.
Two high voltage feedthrough rings make contact with the input surface of the MCP and the repeller platc above the MCP.
A negative voltage is applied to the input surface of the MCP with the output side resting on three gold pads at ground
potential spaced 120 degrees from each other. The anodcs are typically biascd 50 to 150 V positively with respect 1o ground
1 attract the electron charge clouds from the MCP and to reduce their radial dispersion.

Before the MCP is characterized it undergoes a bakeout followed by a UV "scrub” pracedure to eliminate as much
residual gas and adsorbed contaminants as possible on the MCP and on the surrounding tubc surfaces. The bakcout of the
MCP and tube asscmbly is conducted under high-vacuum conditions at a tecmperature of 300 degrees C for a period of at Icast
8 hours. Following the bakeoul, the tube is then turncd on elccuically with high voliage gradually applicd to the MCP
while being illuminated with 2537 A photons from a mercury penray lamp. This UV "scrub” procedure is designed to further
clean up the internal surfaces of the channels by electron impact. The scrubbing action takes place as the voltage on the
MCP is gradually raised and the avalanche electron clouds which impact the output end of the channcls “scrub” away
. adsorbed material from the channel surfaces. This scrubbing action also lowers the sccondary clectron yicld which in urn
causes the modal gain to slowly dccrease as the accumulated numbcr of pulse events incrcase. During this "scrub” phase the
MCP voliage is raised on average 50 volts per day unti} the full operational voltage is rcached. The "scrub” continues at full
voltage until the modal gain platcaus at a constant vaiue. Aficr reaching this platcau, the MCP is ready for characterization.

To date we have tested over 20 curved-channcl MCPs with active-arca diamelcrs of 25 mm and channel diamcters of
12 pum with 15 pm pitch. Of this large group, the best results have come from a set of plates with channel Jength-to-
diameter ratios (L/D) of 120:1 and with input channcl bias anglcs preater than 12 degrees. These plates have demonstrated
well saturated pulse-height distributions at applied MCP vollages around 2000 volts with modal gains ranging from 3 x 10°
10 5 x 10 electrons pulsc“ and with PHD resolutions of 35 to 45%. The gain uniformity measurcd across the MCPs was
generally better than * 10% peak-to-peak. Figure 9 shows the PHD of one curved-channel MCP in this group at 2000 volts
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Figurc 8. 1 x 100 - anodc array uscd to cvaluate 25 mm diamcter MCPs.

SPIE Vol 1242 Electron Image Tubes and Image Intensitiers (1990) /43




as measured at 4.1 x 105 clectrons pulse™! with a PHD resolution of 36%. The
{ the output count rate at the pcak in the PHD to the output count ratc in the vallcy
at the low gain side of the PHD) was greater than 10. There is evidence of some ion-fecdback which shows up in the PHD as
a broad tail extending beyond the “knec” on the high gain sidc of the peak. The ratio of this jon-fecdback tail at 1.5 times the
modal gain to the peak in the PHD is greater than 10 indicating excelicnt fecdback suppression.

applied MCP voluage. The modal gain w
pecak-to-valley ratio (defincd as the ratio 0

12 T - 1 N T T

G=41x 1()5 e/pulse
vr Re36% -

I MCP = 2000 Volts
0.8

0.6

0.4

Relative Counts

0.2

o i i
1.0e+05 3.0e+05 5.0e+05 7.0e+05 9.0e+05 1.1e+06

Gain (electrons/pulse)

Figure 9. Pulse-height distribution of curved-channel MCP at 2000 volis. Modal gain was 4.1 x 10° clecwrons pulse™! and
thc PHD resolution was 36%.

Figure 10. Pulse-height disuibution of "chcvron™ MCP at 3200 volts. Modal gain was 1.2 x 107 clecwrons pulse'! and the
PHD resolution was 38%.
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We have also tested two 40-mm-diameicr curved<channcl MCPs with 12-pm-diametcr channcls. The modal gains of
these two platcs were 4 x 105 elcctrons pulse'! and 5 x 105 electrons pulse:!, respectively, with onc plate exhibiting 30%
PHD resolution and the other 50% at 2000 volis of applied MCP voliage. These plates have since been placed into imaging
(1024 x 1024) - pixel MAMA detcctor lubes, one with an $-20 photocathode for furthcr image testing and for ground-bascd
astronomical observations!, and the sccond with an opaque Cs! photocathode for future usc on the Goddard Astronomy

sounding rocket.

We have tested to date onc pair of 25-mm-diamctcr Hamamatsu “chevron” plates (two MCPs stacked against cach

other with no gap between) with 10-um-diamcter channcls and a combincd L/D ratio of 200:1. This sct of plates showed
cxcellent space-charge saturation with a peak modal gain of 1.2 x 107 clectrons pulse'! and a PHD resolution of 38% at
3200 volts of applied MCP voltage (sce Figure 10). Again, the peak-to-valley ratio was better than 10 and the ion fecdback
1ail at 1.5 times the modal gain was a factor of 10 lower than the peak of the PHD.

We have also tested one fuscd "Z-plate” stack from Amperex Corporation. This platc was a 36 mm diamcter format
plate with 12 um diameter channels and an overall L/D ratio of 120:1. Figurc 11 shows thc PHD atan applicd MCP voluaage
of 2600 volis. At this voltage the platc exhibitcd a modal gainof 2 x 108 clectrons pulse:! with a PHD resolution of 63%,
and a peak-to-vallcy ratio of 3. The ratio of the peak count rate to the high-gain feedback il count raic at 1.5 times the
modal gain was beucr than 25 suggesting that the suppression of ion-fecdback was greater for this plate than tiat measured

for both the curved-channcl and "chevron” configurations.

1.2 M 1 M T T Y T v T
R )
G=20x10 epulse |
T r R = 63% 7
MCP = 2600 Volts
«n 08 =
c
o
o 0.6 -
[}
2 1
© 0.4 .
Q
o«
0.2 .
0 A i 1 A L A 1 P A1 A

5.0e+05 1.0e+06 1.5e+06 2.0e+06 2.5¢+06 3.0e+06 3.5¢+06
Gain (electrons/pulse)

Figure 11. Pulse-height distribution of "Z-platc” at 2600 volis. Modal gain was 2.0 x 105 cicctrons pulsc! and the PHD
resolution was 63%.

Finally, we have tested a number of helical-channel MCPs from Detector Technology, Inc with plate diamciers of
25 mm. The best results to date were from a platc with 25 pm diameter channcls (91 channcls per twisted clement) and an
L/D ratio of 125:1. Figure 12 shows the recorded PHD of this plate at an applicd MCP voltage of 3000 volts. At this
voltage, the modal gain was 1.1 x 106 electrons pulse:! with a PHD resolution of 79%. The peak-to-vallcy ratio was 2.3
but the ion-fecdback high-gain tail was well suppressed with a smooth decrease in the output count ratc from the peak out to
the high-gain ¢nd of the distribution. The ion-fecdback tail was lower than the peak in the distribution by a factor of 55 ata
gain value 2.25 times the modal gain. Future tests with these MCPs will include imaging tests in a (224 x 960) - pixcl

finc-fine MAMA sysicm.
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Figurc 12. Pulse-height distribution of a helicai-channcl MCP at 3000 volts. Modal gain was 1.1x 108
electrons pulse'! and the PHD resolution was 79%.

The dark count rate for the above MCPs were also mcasured during the characterization procedurc. The
curved-channel MCPs were generally quict with dark count levels of around 0.01 10 0.1 counts sec! mm-2. The "chevron”

and helical-channel plates also exhibited fairly low dark count ratcs in the range of 0.03 to 0.08 counts scc! mm-2, The

~Z-plate” showed the highest dark count raie of 0.7 counts sec! mm-2, The higher dark count rates were gencrally associated

with plates which containcd a number of isolatcd “hot spots” causcd by ficld cmission from sharp points on the MCP
surface. This was evident from the shape of the PHD, which was quasi-Gaussian, indicating that the dark cvents originated
from the top surface. The low dark count platcs exhibited negative exponential shaped PHDs indicating the dark was most

probably due to internal radioactive decay in the MCP glass?.

Figure 13 is a plot of the modal gain as a function of thc applicd MCP voltage for cach of the four MCP
configurations. The curved-channc! MCPs have demonstrated the tightest (Jowest PHD resolution) distributions of any of the
four tested MCP configurations. In addition, they have the further advantage of being able to operatc at the lowcst applicd
MCP voltages of any of the four configurations. The modal gain valucs, howcver, arc the lowest of the four configurations.
For the MAMA imaging system, the curved-channel MCPs arc still 2 good choice, especially for sysiems which utilize 25
mm diameter format MCPs. The gain uniformity, however, may begin Lo degrade with larger format MCPs duc 1o the
increased difficully in maintaining good uniform shcar across the cntirc active arca of the MCP. The choice of MCP for the
larger diameter formats remains to be scen. It will be determined by which configuration provides the best gain uniformity

over the large aclive arca with the best pulse-height distribution characieristics.

The “chevron™ and “Z-plaic™ MCPs both showed high modal gains with cxcclicnt spatial uniformity. Larger format
MCPs of these configurations (i.e. 75 mm diamcier platcs) will be tested in the near future and comparcd to the performance
of the 75 mm diameter curved-channcl plates which have also not yet been tested in an imaging MAMA system.
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Figure 13. Modal gain versus applicd MCP voluage for the curved-channcl (circlcs), "Z-platc” (squarcs), helical-channel
(diamonds), and "chevron” (crosscs) MCPs.

In addition to mcasuring the gain and dark count characteristics of the above MCPs, we arc also conducting
measurements to determine the maximum count ratc an MCP can sustain before it begins to saturate. The channels of an
MCP require a cenain finitc amount of time, called the dcad time, to recharge aficr Passage of an output pulse. The dead
time, T4, is a function of both the channel resistance and the channcl capacitance”. Typically, the dead time is on the order of
a few milliseconds to tens of milliseconds. Therefore, as the input count rate per channel approaches 1/t the channel output
gain begins to drop. Not only docs the modal gain drop, but the shape of the pulse-height distribution changes as well.
Figure 14 shows the PHD of a curved-channcl MCP with a channcl resistance of 4 x 10130). Al an input count rate of
0.3 counts scc”! channel ! the PHD has a modal gain of 3.9 x 10° clccurons pulsc-! and 2 PHD resolution of 37%. Al 24
counts sec”! channel"! the modal gain has dropped 10% 10 a value of 3.5 x 105 electrons pulse’l, and the PHD resolution
has increased to 57%. At 42 counts sec! channel-! (he modal gain has dropped 25% 10 a value of 3x 10° elecurons
pulse!, and the PHD rcsolution has risen to 115%. As the count rate further incrcascs, the pulsc-height distribution
eventually becomes negative cxponcential in shape as the amount of outpul charge is no longer enough 1o cause space-charge
saturation. It is also evident from the figure that the relative number of counts at the pcak in the distribution decreases with
increasing input count rate. In addition, the relative number of counts at low gain valucs below the peak and at high gain
values above the peak increase with input count rate. The relative number of low £ain counts increases because the output
end of the channcls are no longer able to contribute electrons to the pulse cloud and therefore a larger majority of the pulses
are of lower gain. The high gain wail also increases with input count rate relative 1o the peak indicating that a greater
percentage of output counts are due to ion-feedback at the higher count rates. The higher count rates are effectively causing
additional scrubbing of the channcls which desorbs additional contaminants from the channel walls.
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Figure 14. Pulsc-hcight distributions at diffcrent input count rates per channcl for a curved-channcl MCP.

The effective drop in the output gain of the MCP at increased input count rates will cause a corrcsponding drop in
the detective quantum efficiency (DQE) of the MAMA imaging dctector system. The amount of DQE loss is both rclated to
how the pulse-height distribution function changes with input count rate and at what level the elcctronic discriminator
threshold is set. The highcst input count ratcs measured for curved-channcl MCPs show a drop in the modal gain of 10% at
count rates of 30 to 50 counts sec-] channel*!. This corresponds to 2 10% drop in DQE at an input count ratc of 30 to
50 counts sec-! channel-! with a threshold set in the MAMA electronics at a valuc that is half the effcctive unsaturated
modal gain of the MCP per anode. For imaging MAMA dcicctor arrays with 25 um square pixcls, the 10% loss in DQE
occurs at input count rates of 120 1o 200 counts sec™! pixel’}. These results have been measured with an imaging MAMA
detector array by Vic Argabright at Ball Aerospace Sysicms Division.

6. FUTURE TASKS |

The principal task at this ime is the testing of the 75 mm diameicr format MCPs which will be utilized in the
STIS (2048 x 2048) - pixel MAMA sysiem. We have received two 75 mm curved-channel MCPs from Gatileo Electro-
Optics Corporation and two sels of 7§ mm "chcvron™ MCPs from Ampercx Inc. These platcs will first be tested ina 1 x
100 anode MAMA wbe to evaluate gain characteristics, dark noisc, and dynamic range. They will then be further evaluated
for imaging performance in a demountable (2048 x 2048) - pixel fine-fine MAMA imaging array. We plan (0 start (csting
these MCPs when the first 75-mm-format tube is available in March 1990.

In addition 1o the large 75-mm-format MCPs, we will also continue to evaluate 25-mm-format curved-channel
MCPs required for the SOHO program. In particular, we will be testing the imaging quality of these plates using the
(360 x 1024) - pixel fine-finc SOHO MAMA detector breadboard system that is scheduled for delivery to Stanford in March

1990.

We will also continue to cvaluate the helical-channcl MCPs. To datc we have not yet conducted imaging tests with
these plates, but we now have one installed in a (224 x 960) - pixel fine-fine MAMA tube that we will begin testing in
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March, 1990. At this time the helical-channcl MCPs arc being successfully construcicd with 25 pm diameter channcls and
with open-arca-ratios of 45%. The goal is 10 construct such an MCP with 10 to 12 pun diameter channcls with an OAR
approaching 60%. Furthcr work 1o reach this goal is currently undcrway at Detector Technology in collaboration with our

group at Suanford University.
Work continucs 1o miniaturize the charge amplificr/discriminator circuiiry and the logic decorde circuitry with

custom built intcgraled circuits. The first enginccring units of the chips will be available tor test in July 1990.

KN EMENT

We wish to thank Bruce Laprade at Galileo Electro-Optics Corporation and Peter Graves at Detector Technology for
their efforts in developing customized MCPs for the MAMA system. We also wish to thank Pradccp Gangdhi and Keith
Sturtevant at Advanced Packaging Systems, and Jim Rodcrick and Nick Stamates at EMR Photoclectric for their efforts in
developing critical tube componcnts for the MAMA system.

This program is supportcd by NASA Contracts NAS5-29389, NASS-30387, and NASS-30084, and grants
NAGS5-622 and NAGW-1140.

8. REFERENCES

1. Timothy J.G., J.S. Morgan, D.C. Slater, D.B. Kasle, R.L. Bybee and H.E. Culver, "MAMA Declector Systems: A Status
Repont,” SPIE Vol. 1158, pp. 104-117, 1989.

2. Timothy §.G. and J.S. Morgan, "Imaging by time-tagging photons with the Multianodc Microchannel Array dclector
systems,” Instrumentation in Astronomy VI, SPIL Vol. 627, pp. 654-659, 1986.

3. Morgan 1.S., J.G. Timothy, A.M. Smith, B. Hill, and D.B. Kaslc, "High time-rcsolution imaging with the MAMA
detector systems,” 0 appear in SPIE Instrumentation in Astronomy Vil, 1990,

4. Timothy J.G., "Electronic rcadout sysicms {or microchanncl platcs,” IEEE Transactions on Nuclear Science, NS-32, pp.
427432, 1985.

S. Morgan J.S., D.C. Slater, J.G. Timothy, and E.B. Jenkins, "Centroid position mcasurcments and subpixel sensitivity
variations with the MAMA detector,” Applied Opiics, 28, pp. 1178-1192, 1989.

6. Laprade B.N. and 5.T. Rcinhart, “The Ultra Small Pore Microchannel Plate,” SPIE Vol. 1072, pp. 119-129, 1989.
7. Wiza ) L., "Microchannel Plate Detectors,” Nuclear Instruments and Mcthods, 162, pp. 587-601, 1979.

8. Slater D.C., J.G. Timothy, P.W. Gravcs, T.J. Lorctz, and R.L. Roy, "Performance characteristics of a new
helical-channel microchannel plate,” SPIE Vol. 932, pp. 124-131, 1988.

9. Fraser G.W., J.F.Pcarson, and J.E. Lees, "Dark Noisc In Microchanncl Plae X-Ray Detectors,” Nuclear Instrumenis and
Methods in Physics Research, A254, pp. 447462, 1987.

SPIE Vol 1243 Electron Image Tubes and Image Intensifiers (1990} 7 49




Imaging pulse-counting detector systems for space ultraviolet astrophysics missions
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ABSTRACT

A family of imaging, pulse-counting, photoelectric detector systems, the Multi-Anode Microchannel
Arrays (MAMAs), are now under active development for use on a number of space ultraviolet astrophysics
missions at far-ultraviolet (FUV) and extreme-ultraviolet (EUV) wavelengths between about 300 and 28
nm. Specifically, MAMA detectors are being fabricated and tested for use in two instruments on the
ESA/NASA Solar and Heliospheric Observatory (SOHO) mission, for the NASA Goddard Space Flight
Center's Hubble Space Telescope Imaging Spectrograph (STIS), and for the prime FUV spectrograph of
the Far Ultraviolet Spectroscopic Explorer FUSE/Lyman mission. The construction and performance
characeristics of the different MAMA detector systems are described, and techniques for improving the
spatial resolution of each of the detector systems by the use of custom Application-Specific Integrated

Circuits (ASICs) in the electronics are discussed.

1. INTRODUCTION

A family of imaging, pulse-counting, photoelectric
detector systems, the Multi-Anode Microchannel Arrays
(MAMA:s), are now under active development for use on a
number of space ultraviolet astrophysics missions at far-

ultraviolet (FUV) and extremec-ultraviolet (EUV)

wavelengths between about 300 and 28 nm. Open, open
with openable cover, and scaled (360 x 1024)-pixel MAMA
detector systems, with pixel dimensions of 25 x 25
micronsZ and MgF,, KBr, and Csl photocathodes, are now
under construction for use in the Solar Ultraviolet
Measurements of Emitied Radiation (SUMER)! and the
Ultraviolet Coronagraph Spectrometer (UVCS)2
instruments on the ESA/NASA Solar and Heliospheric
Observatory (SOHO) mission.3 Very-large-format (2048 x
2048)-pixel MAMA detector systems, with pixel
dimensions of 25 x 25 microns? and Csl and Cs,Te
photocathodes, are currently under test for the NASA
Goddard Space Flight Center's Hubble Space Telescope
Imaging Spectrograph (STIS).# Proof-of-concept sealed
and open (224 x 960)-pixel MAMA detector systems, with
pixel dimensions of 14 x 14 microns2, are also under test as
part of the Far Ultraviolet Spectroscopic Explorer
(FUSE)/Lyman Phase B study.5 An open (728 x 2024)-
pixel MAMA detector system with 22 x 16 mi pixels,
which is one quadrant of the proposed (728 x 8096)-pixel
MAMA detector for the FUSE/Lyman prime spectrograph,
will be fabricated and tested in 1991 as part of the
continuing Phase B study. Finally, an open (728 x 2808)-
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pixel MAMA detector system, with pixel dimensions of 14
x 14 microns2, will be fabricated in 1991 for use in our
sounding rocket High-Resolution EUV Spectroheliometer
(HiRl-:S).6 An overview of the status of the development
program and descriptions of the different MAMA detector
systems are given in the following sections of this paper.
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Fig. 1. Schematic of the imaging MAMA detector system,
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Fig. 2. Schematic showing details of the curved-channel MCP and the imaging multi-layer anode array used in

the MAMA detector tubes.

2. MAMA DETECTOR SYSTEMS

The construction and mode-of-operation of the MAMA
detector system has recently been described in some detail
in the literature.” The components of a MAMA detector
consist of the tube assembly, which can be sealed with a
window or used in the open-structure configuration,
containing a single, high-gain, curved-channel
microchannel plate (MCP) electron multiplier with the
photocathode material deposited on, or mounted in
proximity focus with the front surface. To detect and
measure the positions of the electron clouds generated by
single photon events, the MAMA detector employs two
layers of precision electrodes which are mounted in
proximity focus with the output surface of the MCP (see

Figs. 1 and 2).

Digital logic circuits respond to the simultaneous
arrivals of signals from several of these electrodes in each
axis, which are arranged in groups to uniquely ideatify ax b
pixels in one dimension with only 2 + b amplifier and
discriminator circuits. For example, a total of 32 x 32, i.e.
1024, pixels in one dimension can be uniquely identified
with 32 + 32, i.e. 64, amplifier and discriminator circuits.
In the imaging MAMA detector tube, the arrays are

mounted in tandem with orthogonal orientations, so that
positions can be sensed in two dimensions. In this
configuration (a x b)? pixels can be uniquely identified with
only 2 x (a + b) amplifier circuits. The (1024 x 1024)-pixel
array thus requires a total of only 128 amplifier and
discriminator circuits. The two layers of anode electrodes
in the imaging arrays are insulated from each other by a
SiO, dielectric layer. This diclectric between the upper
layer electrodes is etched away to allow the low energy
(~30 eV) clectrons in the charge cloud from the MCP to be
collected simultaneously on both arrays.

The arrangements of the electrodes in one axis of the
original "coarse-fine™ configuration array and in one axis of
the latest “fine-fine” configuration array are shown in Fig.
3. The "fine-fine” configuration provides a structure in
which the electrodes are capacitively balanced and
inductively decoupled in order to maximize the uniformity
of the flat-field response.

In addition, as shown in Fig. 3, the "fine-fine”
configuration permits the location of large charge clouds
from MCP "chevron” or "Z-plate™ stacks to be encoded
without ambiguily.8 The electronic decode circuits
designed at Stanford University and fabricated by LSI
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Fig- 3. Configurations of MAMA “coarse-fine” and “fine-fine” anode arrays.

a. "Coarse-fine" configuration. A positional
ambiguity is introduced when the charge cloud is
oollected on four or more electrodes in one axis of
the array.

Logic Inc., San Jose, CA, have been configured o accept up
1o six simultancous events in each axis.? The digital data
from the MAMA detector system are cither integrated in a
Random Access Memory (RAM) or, for high-time-
resolution studies, the x-y coordinates and the arrival time
of each detecied photon are stored on a recording medinm
such as magnetic tape. The current MAMA time-tag data
system has an absolute accuracy of 10 ps.10

3. FLIGHT MAMA DETECTOR SYSTEMS

The key parameters of the MAMA detectors for SOHO,
STIS and FUSE/Lyman are listed in Table 1.

b. “Fine-fine” conﬁfu-zﬁon. Position encoding
is unique, even when the charge cloud is
collected on four or more electrodes in one axis
of the array.

The SOHO format of 360 x 1024 pixels (see Fig.
4) is designed for use in the SUMER and UVCS imaging
spectrometers. Spatial information along the length of the
spectrometer entrance slit is recorded in the 360-pixel
direction while, simultaneously, spectral information is
recorded along the 1024-pixel direction. The pixel
dimensions are 25 x 25 microns?. The SOHO array
mounted in the 25-mm-format demountable breadboard
detector tube is shown in Fig. 5. The STIS (2048 x 2048)-
pixel array is designed for multi-mode operation,
specifically, echelle spectroscopy, long-slit spectroscopy,
slitless spectroscopy, photon time-tagging and direct
imaging. The amay is fabricated from four contiguous

TABLE 1
Key Parameters of the MAMA Detectors for SOHO, STIS, and FUSE/Lyman

Pixel Format: 360 x 1024 2048 x 2048 [4 x 1024 x 1024)] 728 x 8096 (4 x 728 x 2024)
Pixel Dinensions: 25 x 25 pm?3 25 x 25 um? 22 x 16 pm?
Anode Array Active Area: 9.0 x 25.6 mm? 51.2 x 61.2 mm? 16.0 x 32.4 mm? (x 4)
MCP Active Area: 10 x 27 mm? 52 x 52 mm? 17 x 33 mm3 (x 4)
MCP Pore Stze: 10 microns 10 microns 8 microns
Nnmb«dmw 106 (104+1) 520 04x32) + 1) 57704 x 1441 + 1)
Photocathode Matertal: Cal, KBr & MgF, Caland CagTe KBr

Hybrid Amplifier and Discriminator: Yes Yes Yes

Gate Array Decode Circuits Yes Yes Yes

Openable Cover: Yes No Yes
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Fig. 7. STIS MAMA “fine-fine” (2048 x 2048)-pixel array
with 25 x 25 microns? pixels. The array is constructed
from four contiguous (1024 x 1024)-pixel arrays with a

3-pixel dead space.

Two versions of the STIS array have been fabricated.
A (1024 x 1024)-pixel array, i.e. one quadrant of the full
array, has been fabricated in a 40-mm-format tube, as

shown in Fig. 6, and is now under test in both the
demountable ultraviolet and the sealed visible-light detector
tubes.

The first units of the complete STIS (2048 x 2048)-
pixel array (see Fig. 7) have been completed in the
dedicated anode array fabrication facility at Ball Electro-
optics and Cryogenics Division (BECD), Boulder, CO, and
fabrication of the first 75-mm-format evaluation tube is
nearing completion. A 75-mm-format demountable tube
with a (1 x 100)-pixel discrete-anode evaluation array has
been completed and tests of the first 75-mm-format high-
gain MCP's are about to start. The 25-mm-, 40-mm-, and
75-mm-format demountable MAMA detector tubes are
shown in Fig. 8. The multi-layer ceramic headers in the 25-
mm- and 40-mm-format tubes each contain a tota! of 170
electrical feedthroughs, while the 75-mm-format tube has a
total of 640 electrical feedthroughs, plus additional high-
voltage feedthroughs.

As part of the FUSE/Lyman Phase A study, an array
with a format of 224 x 960 pixels and pixel dimensions of
14 x 14 microns? (see Fig. 9) was fabricated and tested in
both demountable ultraviolet and scaled visible-light
detector tubes. The high-gain MCP used with this array is a
C-plate MCP fabricated by Galileo Electro-Optics Corp.,
Sturbridge, MA with a channel diameter of 8 microns. '

Fig. 8. Demountable MAMA detector tubes. From left to right: 25-mm-format, 75-mm-format, and 40-mm-format tubes.

a. Front view.

b. Rear view showing electrical feedthroughs in the multi-

layer ceramic headers.
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Fig. 4. SOHO MAMA "fine-fine” arﬁy with a format of Fig. 6. STIS MAMAfine-fine” (1024 x 1024)-pixel array
360 x 1024 pixels and pixel dimensions of 25x25 with 25 x 25 microns? pixels.

microns2.

. . . . ining three quadrants. In addition, the total array count
(1024 x 1024)-pixel arrays with a 3-pixel dead space. This femaining *

onfiguration provides redundancy: total electronics failure  2j° IS I0Creased, Sach QUAdTnd o0 deliver ~2 x 107 counts
in one quadrant will not affect the performance of the :es\lvl:an ;0% of detective quantum efficiency (DQE) of

Fig. 5. SOHO MAMA breadboard demountable detector tube.
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Fig. 9. FUSE/Lyman Phase A “fine-fine" evaluation array
with a format of 224 x 960 pixels and pixel dimensions of

14 x 14 micronsZ.

The proposed FUSE/Lyman prime FUV spectrograph
detector will have & format of 728 x 8096 pixels and pixel
dimensions of 22 x 16 microns2. Spatial information will
be oblained along the entrance slit of the spectrometer in the
728-pixel direction and, simultaneously, spectral
information will be obtained along the Rowland circle of
the spectrometer in the 8096-pixel direction. The array will
be fabricated from four contiguous (728 x 2024)-pixel
arrays cach with an independent MCP for maximum
reliability oa the long-duration space atission (see Fig. 10).

Deuiled design and fabrication of one quadrant of this
array will be started later this year as part of the
FUSE/Lyman Phase B program.

The last array that is currently being designed and
fabricated is the (728 x 2808)-pixel array with 14 x 14
microns? pixels for the high-resolution stigmatic EUV
spectroheliometer on the HiRES sounding rocket payload.
This array will be used for very-high spatial, spectral and
temporal resolution studies of the solar outer atmosphere.
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Fig- 10. Proposed configuration of the (728 x 8096)-pixel MAMA detector with 22 x 16 microns? pixels for
the FUSE/Lyman prime FUV spectrometer. The amay consists of four contiguous (728 x 2024)-pixel arrays,

each with an independent MCP.
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4. SUMMARY OF DEVELOPMENT PROGRAM
STATUS

As a result of the impetus of the SOHO, STIS and
FUSE/Lyman flight programs, a number of key
development milestones have been achieved:

1. Units of all of the readout array formats have been
fabricated free of defects and with a high yield in the
dedicated facility at BECD.

2. The development of the “fine-fine” anode array
geometry permits the MAMA to utilize any of the high-
gain MCP configurations curreatly available, including
*chevron” and “Z-stack™ MCPs.

3. The use of MCPs with channel diameters significantly
smaller than the pixel dimensions eliminates Moiré
patterns in the flat field response of the MAMA_

4. The custom gate-array decode ASIC chip (see Fig. 11)
has recently been used for imaging tests with a
demonstrated pulse-pair resolution of better than 160
ns. The ASIC is significantly more compact than the
discrete component decode circuits and requires a total
power of only 0.5 W, as opposed to the discrete decoder
powerof 2.3 W.

5. The SOHO breadboard detector systems have
demonstrated a single pixel count rate (25 x 25
microns? pixels) of >400 counts pixel'! 5! with a 10%
loss of DQE (see Fig. 12) and the theoretical fall off of 10
DQE of 30% at 9 x 10° counts s°! (random) total array
count rate with a system pulse-pair resolution of 350 ns

(Fig. 13).

6. Both the 25 micron-pixel and 14-micron-pixel arrays
have demonstrated their theoretical spatial resolutions.

7. A first-generation MAMA detector with the"coarse-
fine” anode geometry has demonstrated a position
sensitivity of better than 0.04 pixels (<1 micron).1!
Significanty better performance (limited only by the  11.
signal-to-noise ratio) is expected for the arrays with the
"fine-fine" anode geometry.

8. Quantum efficiencies of better than 32% have so far
been achieved at FUV wavelengths near 1200 A with 12
both Csl and KBr photocathodes. Photocathode

optimization is still in progress.

9. The first units of the Tektronix amplifier/discriminator
ASIC have been fabricated and are now under test at

400 / SPIE Vol. 1494 Space Astronomical Telescopes and Instrumenrs (1991)
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Fig. 11. Custom MAMA gate-array decode ASIC.
Left: 299-pin laboratory evaluation chip.
Right: 155-pin flight chip.

BECD. All indications are that the design
characteristics of speed and power will be met.

The 256 x 1024-pixel “coarse-fine" FUV MAMA
detector flown on the NASA Goddard Astronomy
Sounding Rocket payload (ASRP), successfully
recorded an image of the galaxy NGC 6240, probably
the faintest extended ultraviolet image recorded prior to
HST observations. The time-tag imaging capability of
the MAMA was successfully used to correct for drifts
in the sounding rocket attitude control system.10 A
second successful flight recorded an image of the
galaxy NGC 4449 on 22 March 1991.

We have successfully operated a curved-channel MCP
with a curved front face and a planar output face.!2
Imaging tests of this MCP in a MAMA detector tube
are now in progress.

The MAMA position-encoding scheme intrinsically
provides spatial information at a higher resolution than
the nominal “pixel®.!3 Initial laboratory tests bhave
shown that the 25-micron-pixel detectors can provide a
spatial resolution of 12.5 microns and the 14-micron-
pixel detectors can provide a spatial resolution of 7
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microns, provided that an MCP with appropriate
channel dimensions is utilized.

13. A custom imaging MAMA detector tube has been
fabricated and is now being used for the evaluation of
two-stage MCP structures.

14. The first SOHO flight-configuration enginecring model
MAMA detector system is in fabrication and will be
delivered from BECD in July of this year.

In summary, at this time the MAMA anode array
fabrication is a proven technology and the development of
the advanced analog and digital electronics circuits is
essentially complete. Further significant improvements in
the MAMA performance characteristics are possible with
the current technology through improvements to the high-
gain MCP structures and the MCP/photocathode interface.
These will be pursued with NASA support over the next

two years.
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High-dynamic-range MCP structures
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ABSTRACT

the gain and dynamic range performance characteristics of the two-stage MAMA tube in two different configurations: first,
with the output MCP having moderate conductivity (~100 MQ); and second, with the output MCP having very high
conductivity (~2 MQ). These results are compared and contrasted with those of the more conventional MAMA tube
configuration which employs a single high-gain curved-channel MCP.

1. INTRODUCTION
1.1 The MAMA Detector

The Multi-Anode Microchannel Array (MAMA) detector Systems are state-of-the-art photon counting imaging detectors
currently under development in the laboratory for use in a number of space astrophysics missions. - MAMA detectors are
designed to provide high spatial and temporal resolution for applications in low-light-level imaging and Spectroscopy in the
visible (4000 - 7000 A), ultraviolet (2000 - 4000 A), far ultraviolet (FUV) (1000 - 2000 A) and extreme ultraviolet (EUV)
(100 - 1000 A) wavelengths. Large-format versions of these devices (2048 x 2048 gixels) are currently under development
as the prime detectors for the Hubble Space Telescope Imaging Spectrograph (STIS).% High-spatial-resolution versions of the
detectors have also been baselined for the prime spectrograph on board the Far Ultraviolet Spectroscopic Explorer
(FUSE)/Lyman? In addition to these astronomy missions, (360 x 1024) - pixel MAMA detectors have been selected for
use in several instruments on board the European Space Agency (ESA)/NASA Solar and Heliospheric Observatory (SOHO)
mission® and in the Ultra-high-resolution XUV Spectroheliograph (UHRXS) 10 be built for the Space Station Freedom.
Furthermore, a sounding rocket High-Resolution EUV Spectroheliometer (HiRES), designed to obtain very high spatial,
spectral and temporal resolution images of the outer solar atmosphere, is slated to employ a (728 x 2808)-pixel MAMA
imaging detector system.9

A schematic block diagram showing the principal components of the MAMA imaging detector System is shown in
Figure 1. Individual photons focussed onto the front surface of the detector are first converted to single electrons by the
photo-emissive material which makes up the photocathode. The photocathode can either be deposited onto a window in
proximity focus with the microchannel plate (MCP) as depicted in Figure 1 (a semi-transparent photocathode), or deposited
direcdy onto the input surface of the MCP (an opaque photocathode). The electrons that are emitied by the photocathode
impinge on the input surface of a single high-gain curved-channel (C2) MCP.10 The MCPis a semiconducting glass plate
composed of millions of tiny hollow pores or channels with diameters of 10 t0 12 um and center-to-center spacings of
15 um. These channels provide the necessary amplification to allow for the detection of single photon events by the
electronics. The MCP accomplishes this amplification through the process of secondary electron emission within each of the
channels. Each electron that enters a channel at the input stimulates the creation of an output pulse of 10° to 106 electrons.
The channels are curved 1o limit ion-feedback.
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Figure 1. Schematic block diagram of the imaging MAMA detector system. [Courtesy of D. B. Kasle].

In proximity focus with the output of the MCP is a two-dimensional array of anodes that intercept each of the
output pulses, and which generate current pulses that are fed to amplification and decoding circuitry. The decoding circuitry
computes the (x, y) position, or pixel location, of each detected event and increments the unique address for the given location

in memory by one count.
1.2 Dynamic Range Limitations of the MAMA Detector

The dynamic range of a photon detector is defined to be the ratio of the maximum to minimum detectable Light intensity
levels over which the output of the detector remains linear with input. The maximum detectable light intensity is typically
defined to be that which causes a deviation in output linearity by more.than 10%. This level can either be defined in terms of
the light flux at a given wavelength (for a given photocathode), or in terms of the input count rate w0 the MCP—referred to as
the maximum upper level count rate. The minimum detectable light intensity is defined to be the detector dark noise level.

The MAMA system has two sources of dark noise: 1) the inherent dark noise of the MCP resulting from radioactive
beta decay, emission points, cosmic rays, etc.!!- 12; and 2) that due to thermionic emission from the photocathode. Cooling
the photocathode can lower the thermionic emission level below the dark noise of the MCP thus making the MCP the
Iimi:iggl ;oise contributor. Typical dark noise levels of well conditioned MCPs are on the order of 0.1 - 1 counts ¢m-2
sect.3

The maximum upper level count rate of the MAMA system is governed by the MCP for image fields composed of
discrete point sources. For small spots imaged onto the array, conventional MCPs composed of channels with resistances
> 1014 Q begin to show signs of temporal saturation at input count rates of less than 107 counts cm-2 secl, which
corresponds 1o a count rate per MCP channel of < 20 counts channel! sec.14 At these count rates there is ~10% loss in the
overall detective quantum efficiency (DQE) of the MAMA due to temporal saturation of the MCP. With larger fields of
illumination (greater than ~10% of an array composed of 108 pixels), the dynamic range is limited, not by the saturation level
of the MCP, but by the pulse-pair resolution of the analog amplifier/discriminator electronics and the digital decoding
circuitry. The speed of the fastest MAMA electronics allows resolution between two input pulses that are separated by a
minimum of ~100 ns. This sets the upper total array count rate for a 30% loss in DQE at ~3.6 x 106 counts sec-! (random).
Because the size of the imaged object determines whether the MCP or the electronics limits the dynamic range, one must
specify two dynamic ranges — the pixe! dynamic range for small discrete imaged objects, and the global dynamic range for




spatially extended imaged objects. For the MAMA detector, the pixel dynamic range is on the order of 108, and the global
dynamic range is on the order of 10, In this paper, we shall focus on the pixel dynamic range performance.

Currently, the MAMA detector can easily achieve the dark count rate levels that have been specified for each of the
space programs mentioned above using conventional high-gain C2 MCPs. The maximum count rate capability of the
MAMA utilizing conventional MCPs with channel resistances of ~1014 Q, however, is well shy of the desired count rate
goals for the above mentioned space missions. Most of these missions require an upper level count rate capability at least §
times the rate currently obtainable with conventional MCP resistances (> 100 counts channel! sec’!). HiRES is the most
stringent, with a desired upper count rate goal nearly 2 orders of magnitude greater than currently achievable.

The upper level count rate capability of the MCP is limited by the finite time it takes to replenish charge that has
been extracted from each MCP channel that is stimulated by an input event.!5 The time it takes to recharge a previously
sumulated channel is governed by the channel recharge time constant, Tca, Which is, to zeroth order, proportional to the
product of the channel resistance, R.», and capacitance, C.s. A finite 7, implies a dependance of the output gain of the
MCP to the input count rate level. At low input count rates, there is enough time between input events to allow each of the
stimulated channels to fully recharge before the next event occurs. At higher count rates, however, the channels have not had
enough time to fully recharge before the next event; hence, the output gain from the following events are decreased. The drop
in gain with increasing input flux is called gain sag.!'4

Since the MCP is normally operated in the high-gain mode, it displays a quasi-Gaussian shaped pulse-height
distribution (PHD). The gain value at the peak of this distribution, called the modal gain, is a quantity that can be easily
measured as a function of the average input count rate per MCP channel, A. Monte Carlo simulations of how the PHD
changes with A were performed to determine how the modal gain varies with A » assuming a pure Gaussian PHD at very low
count rates (A7 << I). The modal gain, g, was found to vary with A in the following manner!#:

G _
1+ k(Ro)ATea (1)
G. is the modal gain measured at very low input count rates (A7 << 1); and k(R,) is a constant that depends on the PHD
resolution, R, measured again at very low count rates. The PHD resolution is defined to be the full-width-at-half-maximum

(FWHM) of the PHD divided by the modal gain, (-7; and is commonly expressed as a percentage. For values of R, between 0

and 100%, k(R,) is a linear function of R, of the form k(R,) = 0.011R,. The drop in modal gain values as a function of
increasing input flux is called modal gain sag.

Gain sag measurements made with a variety of single high-gain C2 MCPs with channel resistances between 102 Q
to 1014 Q show a strong linear correlation between Tcp and R, as one would expect with each MCP channel behaving as an
RC circuit.!* For channels with resistances of 1014 Q, the 7., is ~15 msec. High conductivity MCPs with channel
resistances of 10!2 Q demonstrate Tcx values in the range of 0.1 - 0.2 msec. The main problem with using low conductivity
MCPs is their high operational temperatures resulting from joule heating. The joule heating is caused by the very high strip
currents through the MCP resulting from the high voltages required to achieve adequate output gain perfarmance. MCPs with
R.4 <1013 Q, and that require ~2000 volts for proper high-gain operation, will reach operating temperatures in excess of
100° C.14 At these elevated temperatures, the MCP is essentially under a continual bake, MCPs operating at temperatures
exceeding 200° C have shown drops in R, over time resulting from continual H; reduction occurring inside the tube. This
can lead to eventual thermal runaway if operated for an extended period of time.

For improved signal-to-noise performance, the MAMA's detection circuitry includes a discriminator so that only
output pulses from the MCP that exceed a threshold gain level are counted. Pulses with gains below threshold are discarded.
Thus, when the output gain of the MCP begins to drop with increasing input flux, the ratio of detected counts that exceed the
threshold to the total number of output counts begins to drop. This quantity, termed the saturation detection efficiency
(SDE), is defined as'4

j fe (& Ata) d§
SDE (ATe) = — 24

f fo (& At << 1) d¢
* 1¢A]




where f;(g; At.,) represents the functional dependance of the PHD with gain, g, for a given product A7,,; th is the threshold
level set in the discriminator ¢lectronics; and £ is a dummy integration variable. The rate at which the SDE drops with A

depends on T, as well as on how the shape of the PHD changes for a given modal gain-to-threshold ratio, GJ/th. The
predicted behavior of the SDE was simulated with the Monte Carlo model described above and was found to be exponentially

dependant on A in the following way!*:
SDE (Afdl) = Co ¢xp (‘aATcA) (3)

The constant a is inversely proportional to 5,,/th; C, is approximately unity for Eo/th >2and R, < 60%.

1.3 The 2-Stage Configuration

The upper count rate performance of the MAMA detector system depends critically on how the PHD is affected by increasing
input count rates. One way to improve the upper count rate performance is to employ MCPs with lower channel resistances.
Another way is to seek a detector configuration that minimizes the broadening of the PHD that occurs at high count rates, so
that a proportionally fewer number of output counts fall below threshold. To maximize the improvement, a combination of
both of these improvement factors should be incorporated into a detector design.

In this paper we describe our attempt to improve the upper count rate performance of the MAMA detector by
employing a newly designed MAMA detector tube that utilizes two MCPs in a cascaded configuration similar to a "chevron”
configuration. This tube, called the 2-Stage MAMA tube, employs two MCPs stacked together with a 150-um thick ceramic
spacer placed in between the two plates. Each MCP can be independently biased with separate high-voltage D.C. power
supplies.
PP The dynamic range performance of the 2-Stage MAMA tube was found to exceed the performance of the single MCP
MAMA design. The improved performance resulted primarily from the improved PHD characteristics associated with the
operation of this tube under certain conditions that are spelled out in further detail below. The PHD characteristics were
optimized when the top MCP was operating as a low-gain plate converting incoming photons to electrons, with the bottom

MCP operating as a high-gain plate.

from 0.1 mm up to 1 mm. All of these configurations showed a drop in the PHD resolution, Rpyp, as Vgap dropped below 0
volts, with a minimum in Rpyp occurring for all the tested configurations within -50 to -100 volts. Rppp also showed
improvement with the application of a positive Vgap ,» but the minimum in Rpyp with Viap > 0 was always substantially
higher than the minimum in Rpyp with Vaap < 0. ey also reported that the modal gains were lower with Vgap <0
(comparable to a single high-gain MCP).

Fraser et al.\7.carried out a similar investigation involving a "chevron” stack with a gap distance of 160 um and
found the same behavior—improved PHD resolutions and modal gain values comparable with single high-gain curved-channel
MCPs with Vgep < 0. Both Fraser ef al. and Ainbund and Maslenkov attribute the improved PHD resolution performance to
the smaller and more tightly packed electron clouds emanating from the top MCP. The repulsive field allows only those
elecurons that have sufficient energy to reach the bottom MCP. These higher energy electrons generally come from regions
within the top MCP channels that are further from the output than those of lesser energy, since they have had more time to
gain energy from the applied electric field. Consequently, the higher energy electrons that do arrive at the bottom MCP
emerge from the top MCP within a smaller solid angle compared with those electrons of lower energy that emerge from the
channel output with rather large angles with respect to the channel normal. The lower modal gain values with Vgap <0
results from the smaller number of electrons that are able to reach the bottom MCP.

Figure 2 is a schematic showing a cross cut view of the rear body of the 2-Stage MAMA imaging detector tube.

of Kovar and ceramic and was designed to operate under high vacuum conditions (< 10-7 torr). The back surface of the tube is
made up of a ceramic header which contains feedthrough pins that are used to electrically connect the anode array within the
tube body to the external MAMA electronics. The anode aray, which is itself constructed on a glass substrate and epoxyed to
the inside surface of the header, is connected electrically to the header with gold ribbon. The bottom MCP rests above the
anode array, supported by three gold pads spaced 120° apart. On top of the bottom MCP lies a specially designed ceramic
washer that electrically isolates the bottom MCP from the top MCP. The top MCP is mounted on the upper surface of the
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Figure 2. Cross sectional view of the 2-Stage MAMA imaging detector.

washer. The interplate gap distance is set by the thickness of the washer, which for the measurements reported here was
150 um.

A total of four high-voltage feedthrough electrodes made of Kovar are sandwiched between ceramic rings that are
bonded to the top surface of the header's Kovar flange. The first high-voltage feedthrough electrode from the bottom is used 1o
bias the top surface of the bottom MCP. Three gold ribbons attached to the bottom surface of the ceramic washer, and spaced
120° apart, are used to make the electrical connection from the washer to the first feedthrough. The three gold pads on which
the bottom MCP rests serve as the high-voltage output. The second high-voltage feedthrough electrode is the high-voltage
output for the top MCP. Tt is connected to the top surface of the ceramic washer with gold ribbons spaced 120° apart in the
same manner as the first electrode is to the bottom surface of the washer. The input surface of the top MCP is, in wm,
connected to the third feedthrough electrode. The three electrodes allow independent biasing of both the bottom and top
MCPs. The fourth feedthrough electrode provides biasing to the repeller aperture plate mounted above the top MCP. This

2. EXPERIMENTAL SETUP & PROCEDURE

The 2-Stage tube was operated and tested using two separate MCP configurations—designated configuration I and 1. Table I
lists the MCP characteristics of both the top and bottom MCPs for both configurations. In configuration I, both top and
bottom MCPs were high-gain C2 plates with channel diameters, D, of 12.5 um on 15-um centers. Both MCPs had
rectangular active areas measuring 7.5 mm by 27 mm. The channel length-to-diameter ratio (L/D) for the w0p and bottom
MCPs were, respectively, 140 and 130. The average channel resistance for the bottom MCP was 1.1 x 10!4Q atan applied
MCP voltage of 2300 volts. In configuration II, the top MCP was composed of 10-um diameter straight channels, with an
L/D ratio of 40 and a circular active area with a diameter of ~27 mm. The bottom MCP was again a high-gain C2 plate with
a rectangular active area of 7.5 mm by 27 mm, 12.5-um diameter channels, and an L/D ratio of 136, but with a very low

. plate resistance of only 10 MQ at room temperature (20° C). The average channel resistance of this high-conductivity MCP
was ~2 x 10!2.Q at an applied MCP voltage of 2100 vois.

The MCPs of configuration I were chosen to test whether or not the SDE performance of the MAMA would
improve using MCPs of conventional resistance (Rca ~1014 Q) with the 2-Stage tube. Configuration IT was chosen to
determine the maximum SDE performance improvement possible with the 2-Stage tube operating with an MCP which had
already demonstrated a 1., value that was about two orders of magnitude smaller than that of MCPs with conventional
resistance.

Figure 3 shows, schematically, the equipment and its setup used to conduct the modal gain sag and SDE
measurements performed with the 2-Stage tube operating in both configurations I and II. The setup consisted primarily of
two combined systems—the MAMA detector system and its associated supporting electronics, and the optical system used to
direct ultraviolet photons to the front surface of the top MCP.




Table [. Tested 2-Sta# tube MCP Conﬁ&xrau'ons

Configuration | Riep Rpot Diop Dot | (L/Dhop | (L/DMx

(MQ) | (M) | (um) (um)

I 141 111 12.5 12.5 140 130

11 S0 1.7 10 12.5 40 136

The optical system was designed to provide a uniformly illuminated circular spot of light onto the input surface of
the top MCP, which could be varied in relative intensity by the use of calibrated neutral density (ND) filters. Two light
sources were used in these measurements—a BHK Analamp Model 81-1057-01 mercury (Hg) "penray” lamp, which provided
ultraviolet photons from its strong 2537A emission line, and a Hamamatsu Model L1636 high intensity deuterium (D) lamp
that output a continuum ultraviolet emission spectrum between 2000 A and 3000 A. The Hg "penray” lamp was used 1o
characterize the gain performance of both tested configurations; the D, lamp was used to measure the dynamic range
performance in terms of modal gain sag and SDE measurements. A UV diffuser was placed in front of the lamp source to
create a more uniform "lambertian” exitance across the aperture mask containing the circular area, which was focussed onto
the MCP. The lens used to focus the aperture mask was an 85-mm focal length, /4.5 - 22 achromatic camera lens with high
ransmission in the UV, manufactured by Asahi Optical Company. A special fixture was built to hold the camera lens,
aperture mask, diffuser, and lamp source together with a fixed distance between the lens and mask of 300 mm, giving a
demagnification factor of 2.53 to the imaged object. This optical assembly was mounted onto a translational stage which
itself was attached to an optical rail. The translational stage allowed lateral movement of the optical assembly perpendicular
to the optical axis.

The MAMA electronics used for these tests only supported analog output for PHD analysis. Imaging performance
data has not yet been acquired with the 2-Stage tbe. The (224 x 960)-pixel array at the back end of the 2-Stage tube was
configured as one large anode by tying all the anodes together. The pulses collected by this one large anode was output to a
single analog channel consisting of a charge amplifier, whose output was sent directly to the pulse-height analyzer (PHA) for
PHD data acquisition. The PHA used was a Tracor Northern TN-7200 Multichannel Analyzer. An HP-85 computer was used
to extract PHD data from the PHA for further data manipulation and storage. The pulse-pair resolution of the analog
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Figure 3. Schematic showing experimental setup for high input count rate measurements.
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channel/PHA was measured to be ~550 ns, giving a maximum input count rate capability of the electronics of ~2 x 105
counts sec’! with a 10% coincident loss. Also shown in Figure 3 is a digital data path that is used to acquire imaging data.
This path was not operational for the set of measurements discussed in this paper.

The dynamic range data was measured in the form of modal gain sag and SDE data. The modal gain sag data was
acquired by measuring the peak position of the PHD as a function of the true input count rate, A. A was varied by assuming
that the true input count rate was that measured at very low input light flux, so that the MCPs were not in temporal
saturation (A4 << 1). This low count rate was measured by integrating the total number of accumulated counts within the
acquired PHD from the threshold gain value set with the PHA. This low rate became the baseline rate which was used 1o
calculate the succeeding higher input count rates based on the changes in the calibrated optical density values of the various
ND filters used.

3. GAIN CHARACTERISTICS OF THE 2-STAGE TUBE

The 2-Stage MAMA tube was operated and characterized for both configurations 1 and II. Before operation, the tube with both
MCPs installed was baked under vacuum to a temperature of 180° C. Following the bake, the tube was attached to the
MAMA electronics to begin the UV "scrub” procedure. This procedure entailed exposing the tube to UV radiation (2537 A)
from a Hg "penray” lamp while slowly increasing the applied MCP voltages until the desired operational voltages were
reached. In so doing, the channel surfaces were cleaned from any adsorbed condensates by the "scrubbing” action of the
electron cascades within the channels. This material was then pumped out of the tube with the attached ion pump. The UV
"scrub™ procedure has proved effective in lowering both dark noise and ion feedback. Following the UV scrub, each
configuration was characterized and tested for gain and output behavior as a function of the applied voltages to both top and
bottom MCPs.

Figures 4a, b show the PHD recorded with the 2-Stage tube operating in configuration I with Vigp at 1200 volts
(Figure 4a), and at 1400 volts (Figure 4b), with with the bottom MCP held at 2300 volts. These PHDs have an excellent
quasi-Gaussian shaped peak with a modal gain value of ~5 x 105 electrons pulse'!, a low PHD resolution of ~41%, and a
peak-to-valley ratio’ (PVR) greater than 10. The PHD with Viop = 1400 volts shows a secondary peak at ~9.5 x 10°
electrons pulse! which is believed to result from lateral spreading of the charge cloud within the interplate gap causinga -
number of output pulses from the top MCP to hit two channels in the bottom MCP.

The modal gain and PHD resolution as a function of V., with Viop held fixed at 1200 volts, is shown in Figure 5
for configuration I. The behavior of both these quantities with MCP voltage is qualitatively identical to that of a single
MCP. The minimum PHD resolution was found to occur with Vpe, at 2300 volts and was thus chosen as the optimum
voltage. Beyond 2300 volts, the PHD resolution is shown to rise resulting from increased ion-feedback.

Figures 6a and b show how the output count rate varied with V}, (Figure 6a) and Viop (Figure 6b). As Figure 6a
demonstrates, the behavior of the output count rate with Vi, (Viop was held fixed at 1200 volts) is qualitatively identical o
that for.a single high-gain MCP—that is, the output shows the characteristic rollover with increasing Vi, followed by a rise
in count rate above 2300 volts resulting from increased ion-feedback.

The behavior of the output count rate as a function of Viop (With Vpq held fixed), however, was quite different as
evident in Figure 6b. The output count rate was found to rise nearly exponentially with Viop, starting off slowly for Viop
below 1200 volts, and steadily rising as Viop was increased. Since the modal gain was not changing appreciably as Vi, was
increased, the rise in the output count rate was a result of an increase in the detective quantum efficiency (DQE). As Viep Was
increased, the exit energy and the output gain from the top MCP rose. This, in turn, increased the probability that electrons
reached the botiom MCP for eventual detection. The exponential rise in the output count rate with increasing voltage to the
top MCP is a consequence of the Maxwellian shape of the energy distribution of the exiting electrons. The repelling
interplate gap acts to eliminate electrons with energies below a fixed threshold energy located far out in the wings of the
Maxwellian distribution where the number of electrons of increasing energy fall off exponentially. As V., increased, the
distribution moved towards higher energy allowing the number of electrons exceeding the energy threshold to rise
exponentially.

t The peak-to-valley ratio is defined to be the ratio of the amplitude of the PHD at the modal gain or peak of the distribution to the
amplitude of the “valley” on the low-gain side of the peak.
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Figure 4. PHD recorded with configuration I with the bottom MCP at 2300 volts, and the top MCP at 1200 volis (a), and
1400 volts (b). Data taken with 2537 A photons.

The gain and output count rate performance of the 2-Stage tube operating in configuration II was qualitatively the
same as that measured for configuration . The optimum voliages for this configuration with a Vigap 0f -100 volts was a V.
of 500 volts and a Ve, of 2100 volts. The PHD displayed a nice quasi-Gaussian shape with a modal gain of 2.4 x ISE
electrons pulse”!; a PHD resolution of 35%: and a PVR of 8. Because of the very low resistance of the bottom MCP (1.7
MQ at 2100 volss), the excessively high strip current (>600 KA cm2) led to a rather high operating temperature as a result of
joule heating. The operating temperature was in excess of 200° C. This so called "Hot Plate" was found 1o remain in stable
operation over many hours after tumn-on; however, over a sustained period of operation exceeding more than a day, the strip
current began to slowly increase indicating a further drop in plate resistance. This drop in resistance may be the result of the

Hence, if the "Hot Plate” were allowed to continye lo operate, there is the chance that eventually the resistance will begin a
precipitous drop leading to a thermal "runaway" condition which would destroy the plate and most probably the anode array
directly behind it.
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Figure 5. Modal gain (solid curve) and PHD resolution (dashed line) as a function of the applied bottom
MCP voltage for the 2-Stage MAMA tube operating in configuration I. The top MCP voltage for these
measurements was 1200 volts. Data taken with 2537 A photons.
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of 237 um by the 85-mm focal length lens. The channel recharge time constant, Tch» Was inferred through least-squares
fitting of the modal gain versus A data with Equation 1. In addition, the PHDs at each A value were recorded for PHD
resolution, PVR, and modal gain analyses. Table I summarizes the results of these measurements in terms of 7, and the
measured value of A for which the SDE = 0.9 (10% loss in DQE). In addition, Table I also lists the gain performance at the
optimum operating voltages used for these measurements.

4.1 Gain Sag Data

The operational conditions that were chosen for these measurements were based on those that gave the best PHD performance.
For MCP configuration I, Viop and Vi, were set at 1200 volts and 2300 volts, respectively, with the interplate gap at -100
volts. Figure 7a shows the measured modal gain as a function of the true input count raie, A. The modal gain was found to
drop 10% at ~30 counts channel-! sec'l. The dashed curve through the data points is the least-squares fit of the data with
Equation 1. The resulting data fit gave a kR,)tp value of 5.4 + 0.1 msec. With a PHD resolution, R,, of 37%, the value

of k(R,) was 0.40, for a Ten Oof 13.51 0.2 msec. This measured value for 1., is about what is expected for the given
channel resistance of the bottom MCP (~1014 €2), based on previously measured Tch VETSuS Ry values of single high-gain
MCPs.

channel ! sec’!. What is most remarkable about the behavior of these PHDs with A is how little the PHD shape degraded as
A increased. At 5 counts channel'! sec'!, the PVR was ~18 with a PHD resolution of 37%. At 65 counts channel! sec-!,
the PVR actually increased to the value of 27, with a PHD resolution of 55%. At 193 counts channel'! sec!, the PHD
resolution had only increased to 78%. Increased ion feedback a the higher input count rates was present with the rise in the
high-gain tail evident at both 65 an 193 counts channel! sec-!,

The gain sag data taken with configuration II was qualitatively similar to that of configuration I except for the rate a
which the modal gain dropped with A. Figure 8a shows the measured modal 8ain as a function of A with configuration II.
Figure 8b shows how the PHD changed with A for the three representative A values of 14, 555 and 1100 counts channel-!
sec”! with configuration II. The gain sag measurements were performed with the top MCP at an applied voltage of 500 volts
and the bottom at 2100 volts. The modal gain and PHD resolution at these voltages were, respectively, 2.4 x 105 electrons

pulse!, and 35%. The modal gain dropped 10% at ~625 counts channe]-! sec'l. The extracted valye of T4 based on the
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Figure 7. (a) Modal gain sag versus A made with the 2-Stage MAMA tube operating in configuration I. The dashed curve is
the least-squares fit of Equation 1 to the data. (b) Normalized PHDs with the 2-Stage MAMA operating in configuration I
taken at three increasing values of the input count rate, A.

curve fit of the modal gain sag data with Equation 1 was 0.5 + 0.1 msec. Again, this value of 7., is within a factor of two
of that expected for the channel resistance of the bottom MCP of ~1.8 x 10!12 Q. The PHD resolution at low count rates
was lower for this MCP operating in the 2-Stage tube compared with its measured value as a single MCP (~65%).

Figure 9 shows how the PHD resolution, Rpyp, grew with the product At,, for both configurations I (squares) and
I1 (triangles); and, for comparison, that measured for an MCP operating in a single plate configuration, using a conventional
MAMA detector. Also shown in the figure are the predicted changes in Rpyp versus A1, based on the Monte Carlo model
simulating the output gain as a function of A for a single MCP channel. Measurements of Rpyp as a function of A for the
single high-gain MCP shows a rather close agreement with the Monte Carlo model. The 2-Stage tube operating in
configuration I, however, shows that the Rpyp changed much more slowly with A. This rather slow increase in Rpyp with
A means that the SDE will not fall off as rapidly with A, thus leading to a higher input count rate capability.

The smaller growth of the PHD's resolution with A is probably due to the better detection efficiency of MCPs to
input electrons than to photons. For the single MCP configuration, many of the input photons make multiple reflections
within the channels before being converted to electrons (especially for bare MCPs with no input photocathode). Hence, the
upper regions of the channels are not involved with the multiplication process. This leads to a PHD of lower modal gain,
lower PVR, and a higher PHD resolution. The top MCP of the 2-Stage mbe, however, acts as a "photocathode” which feeds
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Figure 8. (a) Modal gain sag versus A made with the 2-Stage MAMA tube operating in configuration II. The dashed curve is
the least-squares it of Equation I to the data. The vertical error bars represent the 1-sigma error in the measured modal gain.
(b) Normalized PHDs with the 2-Stage MAMA operating in configuration II taken at three increasing values of the input
count rate, A.
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Monte Carlo model for R, values of 30%, 40% and 50%.

the bottom MCP with "event” electrons. These "event” electrons are converted at the very top of the channels comprising the
bottom MCP so that the entire channel length is utilized for electron multiplication. This leads to higher modal gains,
higher PVRs, and lower PHD resolutions. The channels can also sustain the PHD's low resolution at higher count rates
because there is more effective channel length to work with before temporal saturation begins degrading the PHD's shape.
The modal gain still drops at the same rate with A as expected for the given channel resistance, but the PHD maintains a
fairly constant width.

The PHD resolution measured with configuration II grew more quickly with A, almost at the same rate as that
predicted by the Monte Carlo model, than that of configuration I. The PVR, however, was higher compared with that
measured with the bottom MCP operating as a single MCP, and therefore an improvement in the SDE is expected.

4.2 SDE Data

The SDE was computed for both configurations [ and II using the acquired PHDs taken at various values of A, and Equation
2. Figure 10a shows the SDE, corrected for the finite pulse-pair resolution of the electronics, as a function of A with
configuration I. These data were recorded with the threshold set at a gain value of 1.3 x 105 electrons pulse-l, giving a modal
gain-to-threshold ratio, G,/th, of 3.7. The dashed line through the data points is the least-squares fit of the SDE model, given
by Equation 3, with az., = 0.8 + 0.1 msec. The vertical error bars represent the computed 1-sigma error of the SDE values.
The true input count rate at which the detection efficiency dropped by 10% (A@ 10%-loss) was ~157 counts channe]-! sec’l,

In order to make a proper comparison of the A@10%-loss value between the 2-Stage configuration I and the single
MCP configuration utilizing only the bottom MCP, requires that the values of A@10%-loss be calculated for a constant
Go/th ratio. For a Go/th = 3.0, the value of A@10%-loss for the 2-Stage tube operating in configuration | was 117 counts
channel! sec’!, With the bottom MCP operating as a single MCP, the predicied A@10%-loss value is ~19 counts channel-!
sec’l. This predicted value is based on the measured value of 7.4 using Equation 3. The 2-Stage tube results thus represents
an improvement in the upper count rate performance over the single MCP configuration by a factor of ~6. This improvement
is clearly the result of a PHD that stays relatively constant in width and maintains its high PVR with increasing A.

Figure 10b shows the SDE, corrected for the finite pulse-pair resolution of the electronics, as a function of A with
configuration II. These data were recorded with the threshold set at a gain value of 0.95 x 10° electrons pulse-!, giving a
Ga/th of 2.5. The dashed line through the data points is again the least-squares fit to the SDE model given by Equation 3,
with 7.y = 0.045 £ 0.026 msec. Note that the fall-off in the SDE values did not occur with any statistical significance until
the last data point at A = 1107 counts channel'! sec'!. The A@10%-loss value for this configuration, taking into account the

large uncertainty in the measured value of aTch, Was ~1480 counts channel! sec'l. Fora G /th = 3.0, the value of A@ 10%-
loss was ~1900 counts channel! sec-1,

-11-




Table I1. Gain/Dynamic Range Results
Configuration | Vip/Vig Vep G. R, (%) Toh(msec) | A @ 0.9SDE
(Volts) | (Volis) | (e-pulsel) Goth =3
(cts ch'! sec]y
I 12002300 [ -100 | 49 105 37 13.5% 02 117
I 50072100 -100 | 24x 105 35 0501 1900

The SDE of the high conductivity bottom MCP was measured in the single MCP configuration to allow
comparison with the 2-Stage results. The modal gain, PHD resolution and PVR performance of this plate operaling in this
configuration was, respectively, 1.3 x 10° electrons pulse’l, 65%, and 1.6. The measured A@ 10%-loss value for this MCP

was ~440 counts channel! sec! (5,/:/: =3.0). Hence, the 2-Stage conﬁguration with this high conductivity MCP represents

operating as a single high-gain MCP. Again, this improvement is primarily due to the better PHD performance of this MCP
when operated in the 2-Stage configuration,

5. CONCLUSIONS AND FUTURE TASKS

The 2-Stage tube, operating with Vgap < 0, was found to achieve superior PHD performance characteristics over the single
high-gain MCP configuration in both higher values for the PVR, and lower values of Rpp, that did not change appreciably
with increasing A. Both of these improvements resulted in better upper level count rate performance; i.e., higher values of A

MCP in configuration II (the "Hot Plate), the overall improvement in upper count rate performance over the single MCP
version of the MAMA operating with a moderate conductive plate (~1014 Q channel!) was nearly two orders of magnitude.
Hence, maximum achievable upper leve! count rates are improved with the 2-Stage design.

The drawback discovered with the operation of this tube, however, was the low apparent DQE associated with
operating with a repelling interplate gap voliage. Working at higher top MCP voltages improves the DQE, but because the
output count rate depends exponentially upon the top voltage, there is lower count rate stability with changes in pr.

Reducing the repelling interplate gap voltage from -100 volts 1o say -20 to -30 volts should raise the DQE and
hopefully maintain the improved PHD performance with increasing input count rate. Further testing of the 2-Stage tube to
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a.
Figure 10. SDE data as a function of the true input count rate, A, measured with the 2-Stage tube operating in configuration

I (a) and II (b). The vertical error bars represent the 1-sigma uncertainty in the measured SDE values. The dashed curve
through the data points is the least-squares fit of the data with Equation 3.
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find the best combination of Viep, Vuor, and Vg, which gives the optimum operation in terms of PHD, dynamic range, an¢
DQE performance is therefore necessary. In addition, further testing to determine its imaging characteristics with Vgap <0
must be examined.

In addition, other MCPs possessing mid-to-high conductivities at operational MCP voltages (~10!3 Q) should be
measured for dynamic range performance with the 2-Stage tube. The opuimum setup may be that of a mid-to-high
conductivity MCP with curved-channels and an L/D ratio greater than 100 for the bottom MCP, and a low conductivity
MCP, again with curved-channels and an L/D ratio greater than 100, for the top MCP. This range of conductivities would
not suffer from the operauonal instabilities resulting from the high operational temperatures characteristic of the very high
conductivity MCPs such as that demonstrated by the "Hot Plate”. This setup running with the top MCP at low gain, and the
bottom at high gain, and with a repelling interplate gap voltage should provide high count rate capability exceeding 500
counts channel! second-! (for 10% loss in SDE) with stable operation.
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Performance Characteristics of the Imaging MAMA Detector Systems for SOHO, STIS, and FUSE/Lyman

J. Gethyn Timothy
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Stanford University, ERL 314
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ABSTRACT

Imaging Extreme Ultraviolet (EUV) Multi-Anode Microchannel Array (MAMA) detector systems with
formats of 360 x 1024 pixels and pixel dimensions of 25 x 25 microns? are being fabricated and iested for
flight in two instruments on the ESA/NASA Solar and Heliospheric Observalory (SOHO). In addition, very-
large-format (1024 x 1024)- and (2048 x 2048)-pixel Far Ultraviolet (FUV) and EUV MAMA detectors with
pixel dimensions of 25 x 25 microns? are being fabricated and tested for use in the NASA Goddard Space
Flight Center's Hubble Space Telescope Imaging Spectrograph (STIS), a second-generation instrument
scheduled for in-orbit installation in 1997. Finally, FUY MAMA detectors with formats of 224 x 960 pixels
and pixel dimensions of 14 x 14 microns? are being evaluated as prototypes of the detector for the prime FUV
spectrograph of the Far Ultraviolet Spectroscopic Explorer (FUSE/Lyman) mission. The configurations and
performance characteristics of the different detector systems are described and the plans for further
development of the Advanced Technology MAMA detector system discussed.

1. INTRODUCTION

We are currently fabricating and characterizing Mului-
Anode Microchannel Array (MAMA) detector systems for
use on a number of space ultraviolet astrophysics missions at
far-ultraviolet (FUV) and extreme-ultraviolet (EUV)
wavelengths between about 300 and 28 nm. Open, open with
opcnable cover, and sealed, (360 x 1024)-pixel MAMA
detector systems, with pixel dimensions of 25 x 25 microns?
and MgF,, KBr, and Csl photocathodes will be used in the
Solar Ultraviolet Measurements of Emitted Radiation
(SUMER)! and the Ultraviolet Coronagraph Spectrometer
(UVCS)? instruments on the ESA/NASA Solar and
Heliospheric Observatory (SOHO)?, scheduled for launch in
1995. Prototype very-large-format (1024 x 1024)- and (2048
x 2048)-pixel MAMA detector systems, with pixel
dimensions of 25 x 25 microns? and Csl and Cs,Te
photocathodes, are currently under test and in fabrication for
the NASA Goddard Space Flight Center's Hubble Space
Telescope Imaging Spectrograph (STIS),* a second-
generation instrument scheduled for in-orbit installation in
1997. Proof-of-concept scaled and open (224 x 960)-pixel
MAMA detector systems, with pixel dimensions of 14 x 14
microns2, are also under test as part of the Far Ultraviolet
Spectroscopic Explorer (FUSE/Lyman) Phase B study.’

The performance characteristics of these different
detector systems are described in the following sections of
this paper in the context of the scienlific objectives of each of
the instruments.

0-8194-0677-5/91/54.00

2. MAMA DETECTOR SYSTEM

Details of the construction and mode-of-operation of the
MAMA detector system have recently been presented in the
literature.8” The components of a MAMA detector consist
of, first, the tube assembly and, second, the associated analog
and digital electronic circuits. The MAMA detector tube,
which can be sealed with a window or used in an open-
structure configuration, contains a single, high-gain, curved-
channel microchannel plate (MCP) electron mulliplier with
the photocathode material deposited on, or mounted in
proximity focus with the front surface. Electrodes are
mounted in proximity focus with the output surface of the
MCP to detect and measure the positions of the electron
clouds generated by single photon events (see Figs. 1 and 2).

MULTI1-ANODE MICROCIHANNEL ARRAY
BLOCK DIAGRAM

l Photon

@ Motocathode
* Mcrochannet

bate
Storage

Fig. 1. Schematic of the imaging MAMA detector system.
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Fig. 2. Schematic showing details of the curved-channel MCP and the imaging multi-layer anode array used in the MAMA
detector tubes.

The charge collected on the anode electrodes is amplified
and shaped by high-speed amplifier and discriminator
circuits. '

Digital logic circuits respond 1o the simultaneous arrival
of the shaped signals from several of these electrodes in each
axis, which are arranged in groups (o uniquely identify a x b
pixels in one dimension with only 2 + b amplifier and
discriminator circuits. For example, a total of 32 x 32, i.e.
1024, pixels in one dimension can be uniquely identified
with 32 + 32, i.e. 64, amplifier and discriminator circuits. In
the imaging MAMA detector tube, two arrays are mounted in
tandem with orthogonal orientations, so that the positions of
the detected photons can be sensed in two dimensions. In
this configuration (a x b)? pixels can be uniquely identified
withonly 2 x (a + b) amplifier and discriminator circuils.
Thus, a (1024 x 1024)-pixel array, for example, requires a
total of only 128 amplifier and discriminator circuits. The
two layers of anode electrodes in the imaging arrays are
insulated from each other by a SiO, dielecuric layer. The
dielectric between the upper layer electrodes is etched away
to allow the low energy (-30 eV) elecuons in the charge
cloud from the MCP to be collected simultaneously on both
arrays. Details of the latest MAMA anode-array geometries
and position-encoding algorithms can be found in the
fiterature 310

3. SOHO MAMA DETECTOR SYSTEMS

The MAMA detectors for the SUMER and UVCS
instruments on the SOHO mission have a high degree of
commonality, but also significant differences dictated by the
scientific needs of the two instruments. The definition of the
detector systems has accordingly required a greal deal of
interaction between the MAMA detector development group,
the SUMER instrument team at the Max-Planck-Institut fir
Aeronomic (MPAc), Katlenburg-Lindau, Germany, and the
UVCS instrument team at the Smithsonian Astrophysical
Observatory (SAO), Cambridge, MA. All of the detectors
have formats of 360 x 1024 pixels and pixel dimensions of
25 x 25 microns?. The other key parameters are listed in
Table 1. The SUMER instrument is designed for spatially-
resolved line-profile studies at wavelengths between about
40 and 160 nm. This instrument employs two MAMA
detectors for redundancy. The prime detector is designed to
be used in an open configuration and has a cover which can
be opened on command after the instrument is under high
vacuum in a test chamber or in the space environment. The
purpose of the cover is Lo protect the photocathode materials
and the high-gain MCP from contamination during the years
of the instrument and spacecraft integration and test
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Table §. Key Parameters of the MAMA Detectors for the SUMER and UVCS Instruments
on the SOHO Mission.

SUMER UvCes

Detector A Detector B Detector 1 Detector 2
Pixel Format 360 x 1024 360 x 1024 360 x 1024 360 x 1024
Pixel Dimensloas 25 x 25 um? 25 x 25 um? 25 x 25 um? 25 x 25 um?
Anode Array Active Area 90x25.6mm? [9.0x25.6mm? [|90x256mm? | 9.0x25.6 mm?
MCP Actlve Area 10 x 27 mm? 10 x 27 mm? 10 x 27 mm? 10 x 27 mm?
MCP Pore Slze 12 microns 12 microns 12 microns 12 microns
Number of Ampliflers 105 (104+1) 105 (104+1) 105 (104+1) 105 (104+1)
(Including analog output)
Photocathode Materlal MgF,; and KBr MgF, and KBr Csl KBr
Hybrid Amplifier and Discrimlnator Yes Yes Yes Yes
Gate Array Decode Circuits Yes Yes Yes Yes
Configuration Openable cover Open Sealed Openable cover

programs. The different subassemblies which make up the
openablecover detector system are shown in Fig. 3 and the
detector system block diagram is shown in Fig. 4. The
SOHO detector systems are being fabricated at our prime
industrial contractor, Ball Electro-Optics and Cryogenics
Division (BECD), Boulder, CO. The configuration of the
photocathodes on the SUMER detector is shown in Fig. 5.
Two photocathode materials are deposited on the front face
of the curved-channel MCP: KBr for a high-quantum
efficiency at wavelengths between 80 and 160 nm; and MgF,
for both a high-quantum efficiency at wavelengths between

40 and 80 nm, and also o0 provide rejection of the strong H
Ly a 121.6 nm radiation, since in SUMER the spectral lines
at wavelengths below 80 nm are observed in second order.
In addition, the detector has two 10% transparency nickel
meshes mounted over a 30-pixel area at either end of the
array to act as attenuators for the H Ly a 121.6 nm line,
permitting this extremely strong emission line 10 be observed
in active regions on the solar disk without saturating the
detector system.

The back-up detector in the SUMER instrument
(detector B) is open and does not have the openable cover in

ACTUATOR ELECTRONICS
ASSEMBLY

CONVERTER ASSEMBLY

% >
MONITOR ASSEMBLY NG

DETECTOR HEAD ASSEMBLY

lon Pump ELECTRONICS
ASSEMBLY

Fig. 3. Openable-cover SOHO MAMA detector system subassemblies.
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Fig. 4. Openable-cover SOHO MAMA detector system block diagram.

order to eliminate the effects of any systematic design
problem in the openable-cover mechanism. The dual
photocathode is again used on the back-up detector, even
though some degradation of the KBr photocathode is

Photocathode
No cathode
~4 puels
Ko cathode
MQFZ * KB ~30 pixels
: z
€ 1
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Spectral Dimension

Attenuator
Aftenuator (Mounted on Fleld Electrods)  anenvator
30 pixsle -30 pixels

H Lyman a Attenuator

Fig. 5. SUMER MAMA detector system photocathode
configuration.

expecled during the several years that the detector must be
stored under a dry N, purge during instrument and spacecraft
integration and test. We originally planned w0 use solely the
MgF, photocathode for the open detector, since this material
has proved to be highly stable on exposure to dry N,.
However, a loss of sensitivity of even a factor of two in the
KBr photocathode prior 1o launch will still yield significantly
higher quantum efficiencies than MgF, at wavelengths longer
than 80 nm, and will, accordingly, increase the scientific
return in the event that the back-up detector has to be
employed during the mission.

The UVCS detectors are designed primarily to observe
radiation at wavelengths between 103 and 135 nm from the
solar corona above the disk, and also to observe radiation at
wavelengths between 61 and 135 nm on the solar disk. The

sealed detector, designed lo observe scauered H Ly a 121.6

nm radiation from the corona, has a MgF, window and a Csl
photocathode deposited on the front face of the MCP. The
sealed detector is sensitive to radiation in the wavelength
band from 113 to >135 nm. Because of the optical
configuration of the UVCS spectrometer, the UVCS tube
must have a thin "wafer” configuration, with the distance
from the front surface of the MgF, window to the Csl
photocathode being no more than 7 mm.

The second detector, which is open with an openable
cover and is identical in configuration to the SUMER prime
detector, is used to observe radiation at shorter wavelengths.
This detector has a KBr photocathode for maximum
sensitivity at wavelengths between 93 and 107 nm. The
detector is also used to observe radiation at wavelengths
between 46 and 63 nm in second order.
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Breadboard (360 x 1024)-pixel MAMA detcctor systems UVCS detector sysiem with a "wafer” tube having a MgF
have so far been delivered to the Astronomisches Institut window and a Cs! photocathode deposited on the front facé
Tilbingen (AIT) in Germany and to the University of Padua of the MCP will shortly be delivered to SAO. The
in Italy to support the SUMER and UVCS development  configuration of the (360 x 1024)-pixel SOHO anode array is
programs, respectively. The SUMER breadboard sysiem has shown in Fig. 6a, and the configuration of the breadboard
a Csl photocathode deposited on the front face of the MCP,  detector system, which employs discrete electronics
and the Padua breadboard system has a KBr photocathode ~ components and is significantly larger than the flight units, is
deposited on the front face of the MCP. A scaled breadboard  shown in Fig. 6b. '

(a)

Fig. 6. SOHO MAMA Breadboard
Detector System.

(3) (360 x 1024)-pixel anode array
with 25 x 25 microns? pixels.

(b) Assecmbled breadboard
detector system with laboratory
evaluation tube attached.

(b)
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A prime consideration for the SOHO mission is that the
detectors must have a very high dynamic range, both per
pixel and from the total array. The optimized MCP
configuration (see Fig. 7), which permits the use of a high-
conductivity plate, and the new application-specific
integrated circuit (ASIC) decode chip will be used in the
fight detector systems and will significantly increase the
maximum count rate capability from each pixel and from the
total array. A 10% loss of detective quantum efficiency
(DQE) at a single pixel rate in excess of 100 counts 5! and a

total array rate in excess of 6 x 10° counts s are predicted
on the basis of measurcments to date with the breadboard
detector systems. Some of the key performance
characteristics for the SOHO flight detector systems are
listed in Table 2. Since both instruments will employ the
detectors in imaging spectrometers for high-accuracy line
profile and line-shift measurements, the geometric fidelity of
the detectors is of paramount importance. An image of a US
Air Force test target recorded with the SUMER breadboard
detector system is shown in Fig. 8. These imaging tests have
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Fig. 8. Image of a test target recorded with (360 x 1024)-pixel SOHO MAMA breadboard detector system.

2
LY

- pyteesnu

sro ¥

-ne  .es
||l nuill

=4
=5
m=6

226 7 SPIE Vol. 1549 EUV. X-Ray, and Gamma-Ray Instrumentation far Astronomy Il (1991}




Table 2. Key SOHO MAMA Detector Performance Characterlstics

SUMER
Parsmeter Detectors A& B UVCS Sealed UYCS Open Uniu Comments
Pazel resolution 25 25 2 Microns FWHM
Crosstulk <2 <1 <1 Percent Lmo purels adjacent o an Wuminated
(<1 goal) Percent
41102 <10? <101 Percent lnto a plrel two pizels or more from
(< 102 goa)) Percent an illluminated pixel
Position sensitivity <2§ <25 <2S$ Microns Ability o identify the centroid of s epectral
(< 1.0 goal) Microns of spatial feature with & diamcter of 30
microns FWHM (S/N limited)
Spatia] lineanty 1 25 per 26 mm 2 50per 13 mm 250 per [3mm Microns Maxi variations dependent on curva-
(£ 5 goal) 150 per4mm $50perdmm Microns vawre unuformity of C-plate MCP. C-plate
# curved in 360 purel durectian.
Detective Quantum Assumed 10 be 75 percent of photocathode
Efficiency (DQE): quanwm efficiency
Bare MCP >7 Percent Windowless at 534 A
(>10 goal) Percent
KBr > Percent Windowless 1 1066 A
(>30 gosl) Percent
MgF, >10 Percent Windowless u 584 A
(>15 goal) Percent
Cal >7 through MgF, window Percent Ailed A
.| >10 through MgF window Percent At1216 A and 1304 &
KB: >20 Percent Windowless at 584 A and 1048 A
Long wavelength cutoff:
Bllre McCP e 1403 A Defined as wavelengih where
KBr 1700 A dewective quantum efficiency (DQE)
MgF, 1254 A <2 percent (< 1 percent gosl)
Cal <1 a1 2000 Pacent st A DQE
<10°} at 2500 Peroent a1 A
<102 5t 3000 Percent at A
< 103 a1 4000 Percet st A
KB <1at1700 Percent at A DQE
' < 10! 302200 Percent st A
<102 51 3200 Percent t A
< 10 a1 4000 Percent ot A
Dark count rates:
Bare MCP <0.02 Counts mm2¢) At <30* C ambient tempeniture
(< 0.01 goul) Cowns mm ¢!
KBr <02 Counts mm'3¢'! At < 30° C ambient tempeniture
(< 0.1 goal) Counu mm 34! :
MgF, <0.07 Counts mm ¢! At < 30" C ambient tampenwre
(<0.03 goal) Counts mm-3¢-!
Csl <@l Counte mm'24°! At < 30° C ambient empcrature
KBr <04 Counts mm35°! At < 30* C ambient tempenture
Single pixel maximum 150 Counts o'} At 30 percent Jous of DQE
ue count rate k13 k] Counts s} At 10 percent loss of DQE
Single amplifier maximusm >20x10° Counus s (mndom) At 10 percent loes of DQE
cound nile >60x 10 Counts 5! (random) A1 30 percent loss of DQE
>24x10 >24210" | Counts ¢! (nndom) At 10 percent loss of DQE
Total array maximum >3at0° >3x10% >3x10 Courus 5! (random) A1 10 percent loss of DQE
count rate
Puisson res s b s Percent suatistical Chi-square test comparing sample distribu-
ponse significance level tion 16 true Poisson distribution,
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shown that the theoretical spatial resolution of 25 microns
has been achieved and that the position sensitivity and spatial
resolution are independent of both signal level and time.
Small geomeuic nonuniformities are observed in the detector
systems because of nonuniformities in the locations of the
channels of the MCP. New techniques for manufacturing the
curved-channel MCPs for the flight detector systems are
expected to improve the geometric fidelity; however, the
calibration of these spatial nonuniformities will be a major
task in the detector characterization program.

4. STIS MAMA DETECTOR SYSTEMS

The NASA Goddard Space Flight Center's Hubble Space
Telescope Imaging Spectrograph (STIS) is a multi-mode
instrument designed for echelle spectroscopy, long-slit
spectroscopy, slitless spectroscopy, photon time-tagging, and
direct imaging. The instrument, as originally conceived,
contains four detectors, each with formats of 2048 x 2048
pixels. Two Tektronix CCD's are used to cover the
wavelength range from 300 to 1100 nm, and two MAMA
detectors are used to cover the wavelength range from 300
nm down to the short wavelength limit of the MgF, window
at 115 nm. The D-1 MAMA detector employs a Csl
photocathode deposited on the front face of the MCP for
optimum sensitivity in the range from 11510 170 nm, and the

D-2 MAMA detector employs a Cs,Te photocathode which
will either be deposited on the MgF, window of the detcctor
tube, or on the front face of the MCP, 10 cover efficiently the
wavelength range from 115 to 300 nm. The format of the
STIS detector is 2048 x 2048 pixels, with pixel dimensions of
25 x 25 microns?, fabricated from four contiguous (1024 x

1024)-pixel arrays with a 3-pixel dead space, as shown in
Fig. 9. This arrangement provides redundancy, because an
electronics failure in one quadrant will not affect the
performance of the remaining three quadrants, and also
increases the dynamic range of the detector by a factor of 4,
since each quadrant works as an independent detector system.
The characteristics of the STIS detector are listed in Table 3.

The "bake and scrub”™ of the first 75-mm-format
"chevron™ MCP stack received from Philips Components,
Inc. is now in progress in preparation for the first imaging
tests with this detector system,

As a precursor o the work with the (2048 x 2048)-pixel
detector, we have constructed a number of (1024 x 1024)-
pixel detectors in the 40-mm-format MAMA detector tubes,
with the anode array configuration shown in Fig. 10. A
rectified image recorded with one of these detector systems is
shown in Fig. 11.

Recently, the STIS instrument has been forced to
descope, and the (1024 x 1024)-pixel MAMA detector
System is now baselined for this instrument. As shown in

TR T PRI CW TP ey o

T
L}

Fig. 9. STIS MAMA (2048 x 2048) pixel anode array mounted on the 75-mm-format ceramic header. Pixel dimensions are 25
x 25 microns? and the dead space between the four (1024 x 1024)- -pixel arrays is 3 pixels wide.
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Table 3. Key Characteristics of the MAMA Detectors for STIS and FUSE/Lyman.

STIS FUSE
Pixel Format: 2048 x 2048 (4 x 1024 x 1024) 728 x 8096 (4 x 728 x 2024)
Pixel Dimensions: 25 x 25 microns? 22 x 16 microns?
Anodc Array Active Azea: 51.2x 51.2 mm? 16.0 x 32.4 mm? (x 4)
MCP Active Area: 52 x 52 mm? 17x33mm2 (x 4)
MCP Pore Size: 10 microns 8 microns
Number of Amplifiers: 529 ([4 x 132} + 1) S77([4x144) + 1)
(including analog output)
Photocathode Material: Csl and Cs,Te KBr
Hybrid Amplifier and Discriminator Yes Yes
Gate Array Decode Circuits: Yes Yes
Openable Cover: No Yes

Fig. 10, the encoding electrode structures in the present
(1024 x 1024)-pixel array have been located on only two
sides of the active area 1o provide the capability for butting
the four arrays together to form the (2048 x 2048)-pixel
array. For the demonstration (1024 x 1024)-pixel MAMA
detector now being fabricated for STIS, the encoding
electrodes will be located on all four sides of the array, as for
the SOHO array, in order to provide an optimized (1024 x
1024)-pixel structure fora very-long-duration flight mission.

5. FUSE/LYMAN MAMA DETECTOR SYSTEM

The prime EUV spectrograph of the FUSE instrument
employs an aspheric concave diffraction grating in a
Rowland circle mounting. Accordingly, the detector for this
spectrograph must have a long rectangular format o cover
the spectral range from 90 to 120 nm, with a spectral
resolution (A/8A) of 30,000. In addition, the pixel size must

Fig. 10. STIS MAMA (1024 x 1024)-pixel anode array with 25 x 25 microns? pixels.
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be smaller than 25 microns in order to obtain the required
spectral resolution in a spectrograph with a sizc compatible
with the limitations of the Explorer-class FUSE payload.
The Phase A concept for the MAMA detector sysiem is a
(728 x B096)-pixel detector composed of four contiguous
(728 x 2024)-pixel arrays, each with 22 x 16 microns? pixels.
The proposcd configuration is shown in Fig. 12, and the key
characteristics of the detector are listed in Table 3.

In order o validate the smaller pixel size in the MAMA
detector system, as part of the FUSE Phase A study two (224
x 960)-pixel MAMA detector tubes with array pixel
dimensions of 14 x 14 microns? were fabricated (see Fig.
13). One is a sealed tube with a bialkali visible light
photocathode, and the other is an open, demountable tube
which will be used for high-resolution studies at EUV
wavelengths. The high-gain curved-channel MCP used with
this array employs 8-micron-diameter channels on 10-micron
centers, as shown in Fig. 13. Images of test targets taken
with this detector system are shown in Fig. 14, and as shown
in Fig. 15, it can be seen that the theorctical resolution of 14
microns is being achieved. Further evaluations of these
detector systems in the open-structure mode at wavelengths
below 120 nm will be undertaken later this year, using our
toroidal grating imaging EUV spectrograph. High-resolution
images will also be recorded using the new decode ASIC
Fig. 11. Image recorded with STIS MAMA (1024 x 1024)-  chip in order to determine if the resolution can be further

pixel detector system. improved to the theoretical limit of 10 microns sct by the
channel spacing of the MCP.
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Fig. 13. Proof-of-concept FUSE MAMA (224 x 960)-pixel array with pixel dimensions of 14 x 14 microns2, The

curved-channel MCP has 8-micron-diameter channels on 10-micron centers.

characteristics of the detector system are being limited by the

6. THE ADVANCED TECHNOLOGY MAMA performance of the high-gain, curved-channel MCPs. In

DETECTOR SYSTEM particular, nonuniformities of curvature and spatial
distortions at the multi-fiber boundaries (see Fig. 16) are

The large amount of data being recorded with the  degrading the geometric fidelity of the MAMA anode array.
MAMA detector systems, including those in the high- In addition, the maximum single-pixel count rate of the
resolution imaging mode, have shown that the imaging ~ MAMA is limited by the propertics of the MCP. In order 1o

D AT

R 3

Fig. 14. Positive and negative
images of a USAF test target
taken at ultraviolet wavelengths
with a (224 x 960)-pixel fine-
fine array with 14 x 14 microns?
pixels, and a curved-channel
MCP with 8-micron-diameter
channels. The sequence of bars
in these images start with a
P . resolution of 2.51 line pairs mm'!
| l l - 3 : ' (Group 0, element 3 on the right

s : side of the images). The closest
_ bars in the image have a
I ' ' po— 4 . resolution of 113.6 line pairs

p— mm! (Group S, element 6 1o the
left of the image centers).
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Fig. 15. A cut through an image of a 20-micron-diameter
spot of ultraviotet light recorded with the 14 x 14 microns?
pixel MAMA detector tube.
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overcome these limitations, we have started investigations of
improved MCPs fabricated from reduced lead silicate glass
(RLSG) and, also, are conducting preliminary investigations
into the possibility of fabricating advanced technology (AT)
MCPs using silicon lithographic techniques.

For the RLSG MCPs, we plan to continue investigations
of very small pore devices, and as part of the SOHO
program, we are undertaking a serics of developments at both
Galileo Electro-Optics Corporation (GEOC) and Detector
Technology, Inc., (Detech) in order to improve the degree of
curvature and the uniformity of curvature in the present
generation of MCPs. The potential advantages of the AT-
MCPs are, first, the complete elimination of geometric
distortions because of the precision of the lithographic
fabrication process, and second, the possibility of producing
a very-high-dynamic-range structure by fabrication of an
optimized dynode structure. At this point in time, we have
just started initial etch-tests with our first wafers in
preparation for attempts to fabricate single-clement and one-
dimensional structures.

0 26

m.Cmns

Fig. 16. Distortions of the interfaces of the multi-fibers in a curved-channel MCP.
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An Image Decoding ASIC for Space-Based Applications

David B. Kasle
NASA Goddard Space Flight Center
.and Stanford University
Stanford, California 94305

Abstract

The multi-anode microchannel array (MAMA) is
a photon counting detector with primarily astronomical
applications which decodes the position of an event
through coincidence discrimination. The decoding
algorithm which associates a given event with the
appropriate pixel is determined by the geomeury of the
anode array. A space-based realization of the MAMA
detector requires that the decoding circuit be an
Application Specific Integrated Circuit because of power,
size and weight constraints. A 1.5 micron CMOS gate
array version of the decoder has been fabricated and tested.
The chip's development and characteristics are presented,
and the ASIC decoder is contrasted with existing discrete
component decoders in lerms of size, speed, power,
reliability, and operational flexibility. A new algorithm
incorporated into the ASIC decoder which doubles the
pixel spatial resolution is also described.

1. Introduction

The multi-anode microchannel array (MAMA)
detector employs a photocathode for photon/electron
conversion, a microchannel plate (MCP) for electron
multiplication and an anode array combined with charge
amplifiers for event detection. Digital decoding
electronics interpret the charge amplifier outputs to
determine the pixel position of an event. The block
diagram of a MAMA detector is shown in Figure 1.

The current generation of MAMA detectors
employ arrays which consist of two sets of interleaved
anodes in a repeating series (see Figure 2). For historical
reasons these are called "fine-fine” anode armays. The first
set of anodes consists of n anodes (which repeats for n+2
cycles) and the second set consists of n+2 anodes (which
repeats for n cycles), resulting in a total of ns(n+2)
pixels, where n must be even 10 insure unique decoding
over the entire array. The interleaving of the two sets of
anodes is analogous to two waves of slighy different
frequency beating against each other for one complete
cycle. Another pair of anode sets (not shown in Figure
2) of m and m+2 anodes run undemeath and perpendicular
to the first pair of anode sets, resulting in a total of
m s (m+2) pixels in the perpendicular axis.

TH0367-3/91/0000/0086$01.00 © 1991 IEEE
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Figure 1. MAMA block diagram

The spread of the electron cloud due to a single
photon evenl varies depending on the MCP's
characteristics as well as bias voltages applied to the
photocathode, MCP and anode array. The size of an
electron cloud is quantized by the total number of anodes
illuminated in a given axis, also referred to as the order of
the fold. For example, a three-fold designates the
situation in which three contiguous anodes are struck by
sufficient numbers of electrons to have voltages greater
than some user-specified threshold. A subsection of a
scaled-down version of one axis of a fine-fine anode array
(n=4) with one-, two-, three-, and four-folds is shown in
Figure 2. The electron cloud spread must be sufficiently
large to illuminate at least two anodes (a two-fold) in
order to allow for the unique decoding of the position of
the event. However, owing 10 size vanations in the
electron cloud from the MCP, the decoding algorithm
must be capable of coping. with higher-order folds. As
Figure 2 illustrates, every higher-ordered fold can be
reduced to an equivalent two-fold (that two-fold which
occupies the same pixel as the higher-ordered fold); in the
case of an odd-fold there are two possible equivalent two-
folds. A decoder's function is to take an arbitrarily
ordered fold and infer the correct pixel position of the
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Figure 2. Finc-fine array single axis with multi-folds

event in the anode array. Since there is one decoder input
for each anode, a single axis requires 2n+2 inputs. A
typical value for n is 32, in which case the decoder must
accommodate 66 inputs for a single axis of the detector.
Because of the large number of inputs and complicated
requirements for legal events, event decoding cannot
easily be reduced 10 3 single step process. The algorithm
for event decoding is therefore divided into two stages:
anode encoding, which is the process of converting a k-
fold into the equivalent two-fold for arbitrary k (see
Figure 2), and pixel decoding, which is the process of
wranslating the equivalent two-fold into the correct pixel
position. Typically the anode encoding operation reduces
the datapath width from 66 bits to 11 bits, thereby
simplifying the pixel decoding operation.

To date, all MAMA detector systems have had -

circuitry composed of discreie paris, suitable for ground-
based astronomy Or usc on sounding rockets. However,
in the near future MAMA detectors will be employed in
satellite systems such as the Solar Heliospheric
Observatory (SOHO) and the Space Telescope Imaging
Spectrograph (STIS). Space-based MAMA detectors
require (relatively) radiation-hard decoding circuitry with
lower power, weight, and size as well as higher reliability
than their ground-based counterparts, preferably in the
form of a single chip or a pair of chips. The obvious
solution to this problem is an Application Specific
Integrated Circuit (ASIC). An ASIC-based design has
fewer components and therefore higher reliability than the
the same circuitry constructed with discrete parts. Power
constraints dictate that the ASIC be of the CMOS type.
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2. Design Methodology

Because of their relatively low cost, massive
functional capacity and fast production time, CMOS gate
arrays were sclected as the target technology for space-
based MAMA decoders, and LSI Logic was selecied as the
vendor by virtue of their high performance and high-
capacity commercial and radiation-hard gate arrays. A
prototype decoder has been designed and fabricated in
commercial technology and has been succesfully
evaluated in end-to-end system (ests at Stanford
University.

Major portions of the MAMA decoder chip were
designed with computer-aided synthesis tools which are
part of the Olympus system developed at Stanford
University. The circuit was modeled in a high level
language, called HardwareC, which was compiled into a
logic nctlist, then optimized and mapped into an
interconnection of cells of the chosen target library.
Specific blocks like ROMs were explicitly declared in the
HardwareC description so that their functionality and
modularity were preserved through the synthesis process.
The gate level netlist was generated in a format
compatible with the LSI Logic Design and Simulation
(LDS) tools which were used for gate level simulation
and electrical evaluation of the circuit. The LDS tools
allowed critical areas of the circuitry to be identified and
fine-tuned to optimize performance. In addition, the LDS
tools performed the simulation of all legal anode input
combinations for two-, three-, four-, five- and six-folds
over a wide range of temperature and supply voltage
conditions.  Finally chip-finishing tasks such as
floorplanning and assignment of bonding pads were
performed with the LDS tools. The design was then
fabricated in 155 pin and 299 pin PGA packages; the
larger package incorporales a large number of diagnostic
test points for testing and characterization purposes and
the smaller package is targeted for satellite flight
systems.

3. Circuit Description

A simplified block diagram of the gate array
realization of the MAMA decoder is shown in Figure 3.
Transient inputs (which are not always precisely
coincident in time or of uniform length due to sensitivity
and speed variations in the individual charge amplifiers)
are stored in edge-triggered flip-flops.  Because the
decoder inputs are connected directly to the clock pins of
the flip-flops, the flip-flops act as edge-triggered laiches.
The occurrence of an event in any one of the input lines
initiates a sequence of actions within the timing and
contro!l state machine. The maximum allowed delay
between the earliest and latest charge amplifier outputs
from a single eveat is called the amplifier skew. Aftera
user-controlled period corresponding to the amplifier
skew, the statc machine connects the Q outputs with the
D inputs of the input flip-flops, thereby freezing the state
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Figure 3. MAMA decoder gate array simplified block diagram

of the flip-flops. Multiple blocks of paraliel
combinational logic perform the anode encoding
(mentioned earlier in Section 1) of the inputs into the
equivalent two-fold. After another user-specified period
(corresponding to the time required for anode encoding),
the state machine then stores the equivalent two-fold in a
midpoint pipeline data register, at which time pixel
decoding begins and a new event may start the anode
encoding process. The pipelined architecture improves
pulse-pair resolution, which measures the minimum time
between separate detectable events. The pixel decoding
process is performed by ROM Look-Up Tables (LUTs)
which convert the equivalent two-fold output of the
midpoint register into the corresponding pixel location.
The equivalent two-fold is simultancously decoded in
parallel for array sizes of 224, 360, 960 and 1024 pixels.
All four pixel outputs are multiplexed into the correct
pixel address according o the actual MAMA detector
anode array size in use. A pipelined output register
maintains a valid pixel output while new inputs are
propagating through the circuit.

Numerous options and features are incorporated
into the MAMA decoder ASIC. The gate array design can
accommodate active high or active low charge amplifier
outputs, and decodes any user selected combination of
two-, three-, four-, five- and/or six-folds. The ability of
the user to examine any order of fold individually is
important in characterizing detector performance; an
example of this is illustrated in Figure 4, which shows
the measured frequency of occurrence of the various orders
of folds as a percentage of the total event frequency.
Since odd-ordered folds have two possible equivalent two-
folds and therefore correspond 10 two possible pixels, they
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can be handled by choosing the left pixel, chaosing the
right pixel, or altemating between the two. Inpuw and
outputs are latched and the amplifier skew window as wen
as the number of clock cycles to allow for anode encoding
are both user controllable; this allows the decoder ASIC
to accommodate a variety of amplifier skews and to
1olerate speed degradation due to high temperature, low
supply voltage or radiation exposure. The state machine
automatically recovers from illegal states. The chip can
accommodate clock speeds as high as 50 MHz. The four
on-chip ROMs are independent and could be made
redundant in a space-qualified system, thereby providing
backup ROMs in the event of radiation damage to part of
the circuit. The gate array can decode a single axis of
224, 360, 960 or 1024 pixels; the decoder ASIC thus
serves as a universal decoder, capable of interpreting the
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Figure 4. Distribution of multi-folds




output of any of the currently existing MAMA deteclors
which utilize the fine-fine anode arrays. For example, a
360 by 1024 pixel MAMA detector would require one
decoder chip for the 360 pixel axis and another for the
1024 pixel axis. Although both of these decoder ASICs
are identical, one chip would act as the timing master and
the other chip would serve as the timing slave, with
communication between the two carried out by dedicated
handshake lines. In the event that the slave detects an
event input when the master does not, the slave can send a
handshake signal 1o the master causing the master (0 resct
itself as well as the slave, leaving both chips ready to
accept new event inputs. _

There are several error prevention features buit
into the decoder ASIC. One-folds and simultaneous
events are both rejected automatically because they cannot
be associated with any given pixel through coincidence
discrimination. Similarly, folds whoss order is greater
than six and occurrences of cvents containing any non-
contiguous anodes are 2150 rejected. Because the inputs
are edge-triggera!. malifunctioning charge amphﬁer
outputs whict zzo stuck at zero or one are ignored.
Metastabiliiy protection is designed into both the c}am
path awd the st machine; the expected mean ume
bet-veen metastability failures is two billion years given a
worst cas¢ scenario of a 50 MHz clock and a 6.25 MHz
cvent rate at 125 °C combined with a 4.5 volt supply.
Schmitt trigger input buffers are employed wherever
possible for improved noise immunity, and control inputs
have built-in pull-up or pull-down resistors to force them
to a default operational configuration should they

Figure 5. MAMA ASIC decoder PGA packages
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somehow be disconnected.

The 155 pin and 299 pin ceramic PGA packages
which house the gate arrays are shown in Figure 5. Both
of the PGA's are constructed in the cavity downwards
configuration W improve heat handling characteristics. A
pair of gate arrays requires less than 0.4 watts to perform
decodes with a pulse-pair resolution of 160 nanoseconds
when clocked at 50 MHz. Each gate array is composed of
approximately 23,000 gates, of which 18,000 are ROM
LUTs. Normal commercial fabrication was used for
initial evaluatior of tx gate array, and it is not yet clear
whether fabrication of the chips in radiation-hardened
technology will be necessary. The expected lifetime
radration dose for the STIS and SOHO systems is Jess

_than 30 kRad. The spacecraft electronics will be exposed

o a wide variety of energetic particles, including a
significant number of massive particles such as protons.
A 299 pin decoder ASIC was subjected to proton
bombardment for a total dose of 30 kRad and survived in
good working order. The chip was tested both during and
after the proton exposure, and a sample combinational
logic path was monitored for variations in propogation
delay. After exposure to 30 kRad, the propogation delay
had increased by 8%, well within tolerable limits.

In contrast to the ASIC version of the MAMA
decoder, an example of the latest generation of decoder
constructed at the Ball Aerospace Systems Group from
discrete components is shown in Figure 6. The discrete
component decoder is more than two times slower and
uses more than six times the power of its ASIC
counterpart. The discrete component decoder occupies 8.4
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Figure 6. Discrele component MAMA decoder




times the area of the ASIC, thereby presenting a larger
cross section to radiation and making it less reliable for
space-based applications, as well as less desirable from the
standpoint of size and weight. In addition the ASIC has
greater flexibility in that it can decode any size array and
can accommodate cither active high (used in older
systems) or active low (used in next generation systems)
charge amplifier outputs. The discrete component decoder
is limited 1o a single array size and can only be used with
active high charge amplifier outputs. Table 1 summarizes
the major differences between the ASIC and discrete

component decoders.

ASIC DISCRETE
DECODER DECODER
POWER 04W 25 W
PULSE-PAIR 160 nS 350 nS
RESOLUTION adjustable fixed
SIZE 35cm2 295 cm2
DECODES 224 x 960 360 x 1024
360 x 1024
1024 x 1024
FOLDS SELECTABLE? YES NO
METASTABILITY " YES NO
PROTECTION?
CHARGE AMP active highor  active high
OUTPUTS active low only

Table 1. ASIC decoder vs. discrete component decoder
4. High Resolution Decoding

A special feature incorporated into the MAMA
decoder ASIC is high resolution decoding. In a standard
MAMA detector pixel size is equal to the spacing of the
anodes, but the spatial resolution of the MCP is generally
about twice that of the anode array. This implies that the
detector is capable of spatial resolution twice as high as
that achieved with the original fine-fine decoding scheme.
It is possible to increase the resolution of the detector
. without changing the detector itself, but only by altering
the readout electronics. One technique for doubling the
spatial resolution is called even-odd discrimination and
this algorithm is incorporated into the decoder ASIC; this
is the first time it has ever been employed in any decoding
circuit. Even-odd discrimination involves discriminating
between even-folds and odd-folds to generale a single least
significant bit (LSB), thereby doubling the detector’s
spatial resolution. Thre value of the least significant bit
depends on whether the throw left or the throw right
option is used for handling odd-ordered folds. In the case
of throw left, the LSB is high only if the event is an odd-

fold, whereas in the case of tuow right, the LSB is high
only if the event is an even-folc and is low otherwise.
This operation can be performed in parallel with the
standard decoding procedure with no loss of decoder speed
and necessitates the addition of minimal hardware to the
standard decoding circuitry (although the memory size
must be quadrupled). Figure 7 illustrates normal
resolution (top) versus high resolution achieved with
even-odd discrimination (bottom). Standard pixels are
twice the size, and span from the center of one anode to
the next, whereas the even-fold pixels are centered
betweeen the anodes and the odd-fold pixels are centered on
the anodes themselves. The performance of this
algorithm depends in part on the number of even-folds
being comparable to the number of odd-folds. MAMA
detectors can usually be configured to satisfy this
condition, as was illustrated in Figure 4 in which 52% of
the events detected were even-folds and 48% were odd-
folds. The even-odd discrimination algorithm has been
succesfully tested in preliminary imaging experiments at
Stanford University. Figure 8 shows two spots, created
by placing a mask with two holes in front of an
ulraviolet light source, imaged by the decoder ASIC.
The smaller pair of spots on the left were imaged in
normal resolution mode; the pair of larger spots on the
right are the same two spots imaged in high resolution
mode with even-odd discrimination. Thus far, higher
spatial resolution has clearly been achieved, and more
precise tests are being carried out to measure the exact
degree of resolution.
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Figure 8. Normal resolution image of two spots combined with high resolution image of the same two spots

§. Summary

An ASIC version of a MAMA digital decoder,
suitable for space-based applications, has been designed,
fabricated and tested successfully. The design was
fabricated in commercial 1.5 micron CMOS gate array
technology, and the chip is smaller, faster, incorporates
more features and uses less power than previous discrete
component decoders. The chip has performed well in
preliminary radiation exposure tests and incorporates a
new algorithm which doubles the detector spatial
resolution. ‘
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Multi-anode microchannel array detector systems for space astrophysics
missions
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ABSTRACT: The mult-anode microchannel arrays (MAMAS) are now under active development
for use on a number of space ultraviolet astrophysics missions at far ulraviolet and extreme
sltraviolet wavelengths. Visible-light versions of these detector systems are also being used for high-
time-resolution studies, including speckle interferometry, at ground-based telescopes. The
configurations of the different MAMA detector systems are described. and the use of custom
application-specific integrated circuits (ASICs) in the electronics to improve the performance
characteristics is discussed.

1. INTRODUCTION

We are currendy fabricating and characierizing a number of different MAMA detector s stems for use on
space astrophysics missions at far ultraviolet (FUV) and extreme ultraviolet (EUV) wavelengths between
about 300 and 28 am. We are udlizing visible-light versions of these detector systems for scientific
studies at ground-based telescopes at wavelengths between about 800 and 300 am.

Open. open with openable cover, and sealed (360 x 1024)-pixel MAMA detector systems, with pixel
dimensions of 25 x 25 microns? and MgF,. KBt. and Csl photocathodes will be used in the Solar
Ultraviolet Measurements of Emitted Radiation (SUMER) (Wilhelm ef af 1988) and the Ultraviolet
Coronagraph Spectrometer (UVCS) (Kohl et of 1988) instruments on the ESA/NASA SOHO mission
(Domingo and Poland 1988), scheduled for launch in 1995. Prototype very-large-format (1024 x 1024)-
and (2048 x 2048)-pixel MAMA detector systems with pixel dimensions of 25 x 25 microns? and Cs! and
Cs,Te photocathodes are currently under test and in fabrication for the NASA Goddard Space Flight
Center's Hubble Space Telescope Imaging Spectrograph (STIS) (Woodgate et a! 1986), a second-
generation instrument scheduled for in-orbit installation in 1997. Under this program a (256 x 1024)-
puxel MAMA detector system has recently been flown twice on sounding rockets for FUV imaging of
galaxies at wavelengths between about 125 and 170 am. A (1024 x 1024)-pixel prototype FUV detector
system will be flown on 4 sounding rocket in the coming year. Finally, proof-of-concept sealed and open
(224 x 960)-pixel MAMA detector systems, with pixel dimensions of 14 x 14 microns® are under test s
pant of the FUSE/Lyman Phase B Study (NASA Final Report 1989). Visible-light versions of the (224 x
960)-pixel detector system and the (1024 x 1024)-pixe] detector system are being utilized at ground-
based telescopes in a number of high-time-resolution studies, including speckle interferometry.

2. MAMA DETECTOR SYSTEM

Deuails of the construction and mode-of-operation of the MAMA detector system have recently been
presented in the literature (Timothy 1989 and 1991a). Briefly, the components of 2 MAMA detector
consist of, first, the tube assembly and, second, the associated analog and digital electronic circuits. The
MAMA detector tube, which can be sealed with 2 window or used in an open-structure configuration,

© 1992 {OP Publishing Lid
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contains 2 single, high-gan. curved-channet } noten
mcrochanne! plate (MCP) electron multiplier | e————————m .
with the photocathode material deposited on, -

or mowsted in proximity focus with the front
surface. Electrodes are mounted in proximiry
focus with the output surface of the MCP ©
detect and measure the positions of the
electron clouds generated by single photon
events (see Figures | and 2). The charge
collected on the anode electrodes is amplified
and shaped by high-speed amplifier and
discriminator circuits.

Digital logic circuits respond to the
simultancous arrival of the shaped signals
from several of these electrodes in each axis,
which are arranged in groups to uniquely
identify a x b pixels in one dimension with only a + b amplifier and discriminator circuits. In the imaging
MAMA detector tube, two arrays are mounted in tandem with orthogonal orientations. so that the
positions of the detected photons can be sensed in two dimensions. In this configuration (a x b)? pixels
can be uniquely identified with only 2 x (a + b) amplifier and discriminator circuits. Thus, a (1024 x
1024)-pixel array, for example, requires a total of only 128 amplifier and discriminator circuits. The two
layers of anode elecrodes in the imaging arrays are insulated from each other by a SiO, dielectric layer.
The dielecric berween the upper layer electrodes is eiched away to allow the low energy (~30 eV)
electrons in the charge cloud from the MCP 10 be collected simultancously on both arrays. Details of the
latess MAMA anode-array geometries and position-encoding algorithms can be found in the literature
(Kasle 1988 and 1989; Kasle and DeMicheli 1991).

Figure 1. Schematic of the imaging MAMA
detector system.

3. SOHO MAMA DETECTOR SYSTEMS

The MAMA detectors for the SUMER
and UVCS insruments on the SOHO
mission have a high degree of
commonality, but also significant
differences dictated by the scientific
needs of the two instruments (Timothy
1991b). All of the detectors have
formats of 360 x 1024 pixels and pixel
dimensioas of 25 x 25 microns®. The
o other key parameters are listed in
Y Tablell.

The open detector with the openable
N cover is utilized for both SUMER and
“WTT® . UVCS. The purpose of the cover is to
5 e e protect the photocathode materials and
LOWA A (0D CLICTMNOEY 13 foe we  the  high-gain  MCP  from

et ey SRR 0™ contamination during the years of the
- instrument and spacecraft integration
and test programs. The different
subassemblics which make up the
openable-cover SOHO MAMA

OurR? TmalGL SaCEE T - O o o et

Figare 2. Schematic showing details of the curved-channel
MCP and the imaging multi-layer anode array used in the
MAMA detecior tubes.




dareomemcal Apphcarions

N

Table 1. Key Parametery of the MAMA Deiecions for the SUMER and UVCS [nsoruments on

the SOHO Mussion.
SUMER UvCs

Detoctor A Detecror B _Detecror | Detector 2
Puzel Formar 360 x 1024 360 2 1024 360 x 10U 360 x 1024
Pixel Dynensions 25x25um? 25129um? 25:25um? 25125 um?
Anode Array Active Area 9.0x256mm’ 902256mm’ 90x25.6mm? 9.0x256mm?
MCP Active Ases 10127am! 10227mm? 102 ?mm’  10x 27 mm?
MCP Pore Size 12ms 12 12 mi 12 microns
P&Tm(mw‘:&m 105 (104+1) 105 (104+1) 105 (104+1) 105 (104+1)
Photocsthode Material MgF, md KBr MgF, wnd KBr cu KBr
Configuration Openable cover Open Sealed Openable cover

detector system are shown in Figure 3a, and the detector block diagram is shown in Figure 3b,

The back-up detector in the SUMER instrument is open, and does not have the openable cover in order to
eliminate the effects of any systematic design problem in the openable cover mechanism. Great care will
need to be taken, however, 10 ensure that the photocathodes and the MCP in this detector are not

Actuator Elecronics Detector Hesd Assembly
Assembly
Converter Assembly @
Ton Trap
lr.n Pump Electonics
Assembly
Monitor A.uanbly
(a)
=
Com
Adnea Ot Huad Assambly
a Pows
Opamate Hgh Veug Pvuw Aty i
Duents
$ l
Ton Tehvamery
Assombly

®)

Figure 3. Openable-cover SOHO MAMA detector
system. (a) Sysiem subassemblies. (b) System block

diaoram

contaminated during the prelaunch integrauon
and test programs.

Both of the SUMER detectors employ a duat
photocathode structure. Two photocathode
materials are deposited on the front face of the
curved-channel MCP: KBr for a high
quantum efficiency at wavelengths between 80
and 160 nm, and MgF, for both a high
quantum cfficiency at wavelengths between 40
and 80 nm and also 10 provide rejection of
radiation a1, and around, the wavelength of the
stong H Lyman @ 121.6 nm emission line.

The UVCS MAMA sealed detector, designed
10 observe scattered H Lyman @ 121.6 am
radiation from the solar corona, has a MgF,
window and a Cs! photocathode deposited on
the front face of the MCP. The sealed detector
is sensitive 10 radiation in the wavelength band
from 113 10 > 135 am. Because of the optical
configuration of the UVCS spectrometer, the
sealed UVCS MAMA tube must have a thin
*wafer” configuration, with the disance from
the front surface of the MgF, window t0 the
Csl photocathode being no more than 7 mm.

The second UVCS MAMA detector, which is
open with an openable cover and is identical
in configuration to the SUMER MAMA
detector, is used o observe radiation at shorer
wavelengths. This detector has a KBr
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photocathode for maximum sensitivity at wavelengths between 93 and 107 nm.

A prime consideration for the SOHO mission s that the MAMA detectors must have a very high dvr-::
range. both per pixel and from the towl array. The acuve area of the curved-channel MCP is rectar ;. ar
to maich the active area of the anode armay which permits the use of a high-conductivity plate in or= 10
increase the maximum count rate limit of each pixel. The dynamic range 1s further enhanced by the . < of
the new amplifier/discnminator application-specific integrated circuit (ASIC) which can operate « - 2
discruminator teshold as low as 2 x 10* electons puise™!. In addition, the new ASIC decode chip w e
used in the flight detector systems to increase the total array count rate capability. A 10% loss of dets:~.-¢
quantum efficiency (DQE) at a single pixel rate in excess of 100 counts s, and a total array rate in e:2255
of 6 x 10° counts s are now predicted on the basis of measurements 10 date with the breadboard de:=:2r
systems.  Imaging tests with the breadboard detector systems have shown that theoretical s-:::al
resolution of 25 microns full-width-at-half-maximum (FWHM) has been achieved, and that the pe: zon
seasitivity and spatial resolution are independent of both signal level and time. New technique: 53
manufacturing the curved-channel MCPs for the flight detector sysiems are expected to further um o=
the geometric fidelity.

4. STIS MAMA DETECTOR SYSTEMS

The STIS is a multi-mode instrument designed for echelle spectroscopy, long-slit spectroscopy, s. .55
spectroscopy, photon time-tagging, and direct imaging. The instrument, as originally conceived. co- s
four detectors, each with formats of 2048 x 2048 paxels. Two Tektronix CCDs are used 10 cove ¢
wavelength range from 300 10 1100 am, and two MAMA detectors are used to cover the wavelength - ;¢
from 300 nm down to the shont wavelength limit of the MgF, window a1 115 am. The shon-waveiz zh
MAMA detector employs a Csl photocathode deposited on the front face of the MCP for opt.= .m
sensinvity in the range from [15 10 170 nm, and the long-wavelength MAMA detector employs a (i Te
photocathode which will either be deposited on the MgF, window of the detector tube, of on the fron: “ie
of the MCP 10 cover efficiently the wavelength range from 115 to 300 am.

The format of the STIS detector is 2048 x 2048 pixels with pixel dimensions of 25 x 25 micr:=s°,
fabricated from ::ur
contiguous (1024 x ;[ 3)-
pixel arrays with 2 3-: xzl
dead space, as shos= in
Figure 4. This arra-ge-
ment provides redur 2an-
cy because an elect:zics
failure in one quadrz: of

. the array will not affes the
performance of the
remaining three quac—=:ts,

Figure 4. MAMA a=ode
arrays. Clockwise :om
top left: two bt gh-
dynamic-range test xTavs:
the SOHO (360 x 1::3)-
pixel array; the F_SE
(224 x  960)-;:tel

o Ty R T AR evaluation array; an: the
_,.,,l,fj,,n Laaal |..l.n..l.A.I.A..l.l.ln.’ﬁ.l;l.l. STIS“OZ4XI024-M
(2048 x 2048)-;.xel
armays.
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and also increases the d
independent detector system.

yramic range of the detector by 3

factor of four, since each quadrant works as an

The key characteristics of the STIS detector are listed in Table 2.

Recently the STIS instrument has

Table . Key Characteristics of the MAMA Detectors for STTS.

been forced 1 descope and the (1024

x 1024)-pixel MAMA detector Pixel Forma: 2048 1 2043 (4 £ 1024 1 1024
system (see Figure 4), which we Puxe! Dimensions: 3 2 5 mucrons®

have fabricated as a precursor 10 the Anode Amiy Acuve Arex: 512451 2 mm?
fabrication of the (2048 x 2048). MCP Active Area: $2 ¢ 52 mm?

pixel sysiem, is now baselined for MCP Pore Size: 10

ts instrument. Imaging tests with N ¢ Amoiifics

Prototype versions of these detectors (m:m: .’:T,::;;;.) B2

are now underway, and preparations Photacathode Matenals: Csl and Cy,Te

are being made for the flight of a !

11024 x 1024)-pixe! detector system

on a sounding rocket in November 1991.

S. FUSE/LYMAN MAMA DETECTOR SYSTEM

The prime EUV spectrograph of the FUSE instrument employs an aspheric concave diffraction grating in 3

Rowland circle mounting. Accordingly, the detector for this specrograph must have a long recuangular

pixel detector composed
pixels. The proposed
sted in Table 3.

of four contiguous (728 x s
configuration is shown in Figure 5, and the key characteristics of the detector are i

In order 10 validate the smaller
study, two (224 x 960)-pixel !
fabricated (see Figure 4). The high-g
diameter channels on [0-micron centers. Images of test targets taken with this detector system

pixel size in the MAMA detector system 3s part of the FUSE Phase A

detector tubes with pixel dimensions of 14 x 14 microns? were
ain curved-channel MCP used with this amay employs 8-micron-
have

hra YR VL T
(LY

9o 1y
e

- ey
LLY

- NS

Figure S. Schematic mosad FUSE MAMA detector composed of four contiguous (728 x 2024)-pixel
arrays with 22 x 16 mi puels.
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Jdemonstrated the theoreucal spatal
resotution of 14 microns. Further  Tavle 3. Key Charscteristics of the MAMA Detector forFUSE [.sman.
evaluations of this dewector sysiem 1n

the open-structure mode ar Pirel Foma 726 18096 14 2 728 2 202
wavelengths below 120 am will be  Purel Dimensions: 22 « 16 mucrons’
undertaken later this year, using our  Anode Ay Acuve Asea: 1601 2 dmmi(xa,
toroidal grating imaging ELV  MCP Acuve Asex 17233 mmé (x 4
spectrograph.  High-resolution  MCP Pore $1ze: 8 microns
images will also be recorded with the  Number of Amplifiers: $T7([4x 143] » |

isible-li i {includn ) [ax 183 -1
visible-light detector tube in the  (ncluding aaicg cutpuc

Photocathade Material: KB

laboratory and at ground-based
telescopes using the aew decode
ASIC chip in order to determine if
the resolution can be further improved to the theoretical limit of 10 microns set by the channel spacur:; of
the MCP.

6. IMAGING TESTS WITH THE MAMA DETECTOR SYSTEMS

The visible-light versions of the MAMA detector systems are being used in conjunction with our spe:alz
camena in an ongoing program of speckle interferomeny and speckle imaging &t ground-based telesce zes.
The MAMA has a unique capability 1o identify the ume of amval of each detected photon to an accurzi
significantly better than a muicrosecond. The pulse-pair resolution of the custom ASIC decode ch.; s
beter than 160 ns, and the temporal resolution of our ime-tag system used for ground-based obsen . zas
is cusrently set at 10 ps. The results of deconvolving the images of unresolved binary stars are show s n
Figure 6. The advantage of taking this type of data with the MAMA detector system is that the integrz:.on
time can be optimized for the maximum signal-to-noise ratio during the data-reduction phase of the
program, rather than during the observing time at the telescope. A plot of the dependence of the signa-o-
noise ratio on the integration ume is shown in Figure 7.

An ultraviolet image of the galaxy NGC 4449 recorded on the last flight of the NASA Goddard Astroncy

ESO Einar ies

Rutocuvrrslarcn

Figure 6. Deconvolved images of unresolved binary stars recorded with the MAMA detector in the umz-
tag mode.
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Sounding Rocket Pavload (ASRP), 1s showz
Cirrus v. No.C.rrys Signal-to-Noise. SAD 145085 o Figure 8. Again. the ume-ag mode of
: recording data was used to produce this
jmage and to correct for the effects of the
dnfts of the sounding rocket poinuag
sysiem.

As descnbed recently by Kasle (1989) and
Kasle and De Micheli (1991), the new
: ! © custom decode ASIC chip enables us 0 use
C: - CamRuee:ini: - more sophisticated algonthms for decodimg
: Numoeror e 2L Me L the positions of the detected photons. In dus
9 a : 2 2 « ©  way, it is possible 10 double the resolunon of
Frime latezration Time - = the cxisting 25-micron puel and 14-micron

pixel MAMA detector systems, provided

Figure 7. Dependence of the signal-w-noise ratio of that the center-to-center spacing of the
the speckle data on the integrauon tme used to bin channels in the curved-channel MCP s
the ume-tag daw suream. small enough. The first tests of ths
technique have been recently undertaker.

Signsl 1o Norse Rano

using one of the (360 x 1024)-pixel SOHO breadboard detector systems with 25 x 25 microns? pixels. The
improvement in resoluton using the new high-resolution decode algonthm can be seen in the images of a
US Air Force test target shown in Figure 9. The measured spatial resolution of thus systzm increased from
25 microns to 16 microns FWHM, which is close 10 the theoreical limit of 13 microns expected from the
spacing of the channels in the curved-channel MCP. Further dewailed tests of this high-resolution sysiem
are now coatinuing, with particular emphasis on the stability of the high-resoluton imaging point-spread-
function as functions of both time and signal level. On the basis of these measuremznts, we can now
foresee the use of MAMA detector systems with sparial resolutions as high as 7 1 8 microns, provided thy
curved-channel MCPs with channel diameters of 6 microns or less can be successfully iabricated.

Figure 8. Image of the sarburst iregular galaxy NGC 4449 in the wavelength range from 125 10 170 nen
recorded with 3 (256 x 1024)-pixel MAMA detector sysiem on the NASA Goddard Astronomy Sounding

Rocket Payload. The image has been corrected for drifts in the rocket attitude contro! system using the
MAMA time-tag data stream.
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Low Resolution (2x Magnification) High Resotuton

2w N

Figure 9. Normal-resolution image of groups 2 through 7 of 3 US Air Force test urget and a high-
resolution image of the same target recorded with 3 SOHO MAMA breadboard deteciox sysiem.
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Photon-counting detector systems: Current status and future prospects

J Gethyn Timothy

Center for Space Science and Astophysics, Stanford University, ERL 314, Stanford,
CA 94305, USA

ABSTRACT: Imaging photon-counting detector sysiems are under active development for
a wide range of ground-based and space applications. In panicular, the use of imaging
photon-counting detector systems at Far Ultraviolet (FUV) and Extreme Ultraviolet ( EUYV)
wavelengths is now of great importance in view of the current availability of very-high-
efficiency solar-blind photocathode materials. A critical component of many of these
imaging photon-counting detector systems is the high-gain Microchannel Plate (MCP). In
this paper. the current development status of each of the different imaging photon-counting
detector systems is described. and the prospects for future developments are discussed. The
present development status of the high-gain MCP and the prospects for future developments
of this imaging electron multiplier system are also discussed in some detail.

1. INTRODUCTION

Imaging photon-counting detector systems are under active development for a wide range of
ground-based and spacc applications. These types of detector systems have important
capabilities which are not available in the integrating solid-state imaging detector systems such
as the Charge Coupled Devices (CCDs). [n parucular, photon-counting detectors with random
read-out systems operate with zero read noise and have a very-fast event-timing capability
which can be used for many types of image reconstuction and image stabilizadon. Further.
unlike the CCDs which are sensitive to a very broad range of energies, the response of the
imaging photon-counting detector systems can be tailored to a specific wavelength or energy
range by the use of a suitable photocathode material. For this reason, imaging photon-counung
detector systems are currently the best detectors for use at Far Ulraviolet (FUV) and Exreme
Ulaviolet (EUV) wavelengths since the use of solar-blind photocathodes allows a highly
effective level of discrimination against longer wavelength radiations, which for many
investigations, particularly in the field of astrophysics. have intensitics orders of magnitude
higher than those in the short wavelength region. The efficient use of bare CCDs at FUV and
EUV wavelengths will require the development of high-efficiency short-pass ultraviolet filters,
which are currently not available.

In this paper, the current state of development of the different types of imaging photon-
counting detector systems are reviewed, and the prospects for future developments of the

different systems discussed.

2. IMAGING PHOTON-COUNTING DETECTOR SYSTEMS

Three principal types of imaging photon-counting detector systems are under development for
use at ultraviolet and visible-light wavelengths. Thesc are the electron-bombarded solid-state
arrays, the MCP-intensified solid-state arrays, and the direct electronic read-out MCP imaging
arrays (see Figure 1). At higher energies in the soft x-ray region, the bare silicon CCD can
also be used as an imaging photon-counting detector, since sufficient.clecaon-hole pairs are
produced by the absorption of a high-energy photon t0 permit single photon detection.
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Figure 1. Schematics of the three principal types of photon-counting detector sysiems.

In the electron-bombarded solid-state arrays (see the schematic in Figure la), such as the
Digicons currently being used in the Faint Object Spectrograph (FOS) and the Goddard High-
Resolution Spectrograph (GHRS) on the Hubble Space Telescope (HST) (Brandt er al.. 1979),
the photoelecron from a semi-ransparent photocathode is accelerated to a potential of the order
of 25 kV, impacting a solid-state diode array or CCD and producing sufficient electron-hole
pairs for single photon detection. A number of problems associated principally with the
survival of the solid-state diode array or the silicon CCD during the high temperatures required
to condition the detector tube prior to photocathode processing have hampered the development
of the visible-light and ultraviolet versions of these detectors. In additon, the magnetic
focusing system of the Digicon, which permits the image to be scanned over the diode array, is
a bulky and rather complex system for space applicanons (see Figure 2). Nevertheless, the
FOS and GHRS Digicons have excellent performance characteristics (see, for example, Eck,
Beaver and Shannon, 1985) and are performing outstandingly well in orbit (Troeltzsch ef a!.,
1991, Harms and Fitch, 1991). Open-sructure electron-bombarded CCDs with rugged
opaque oblique-focus photocathodes are also now being utilized for space applications at FUV
andaqEUV wavelengths (Carruthers et al., 1988, Lawrence and Joseph, 1988).
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Figure 2. Schematic of the Hubble Space Telescope Digicon detector (from Brandt ez al., 1979).




Avtronomical App.cattons N

Because of the complexities of the electron-bombarded armays, the major development thrust at
this time is. accordingly, on the MCP-intensified solid-state array or CCD array (1ICCD).
shown in the schematic in Figure 1b. This type of detector is modular in consgruction and is
proving to be highly versaule since a aumber of different CCD configurations are currently
commercially available and proximity-focused MCP image-iniensifier tubes (see Figure 3) are
readily avaiiable from the military night-vision industry (see. for example, Van Geest and
Stoop. 1985). A number of groups are also developing special large-format MCP image-
intensifier tubes specifically tor use with photon-counung ICCD detector systems (see. for
example. Norton er al.. 1988).
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Figure 3. Schematic of a Generation Il proximity-focused MCP image intensifier tube
(courtesy of Liton Corp.)

In the ICCD the primary photoclectron is amplified by the MCP and the output cloud of
electrons re-converted 10 visible-light photons by means of a phosphor. These photons are
then coupled to the CCD pixels by means of a fiber-optic light guide or by a lens. The
principal limitation of this type of detector system as a photon-counting imaging detector is the
low dynamic range (< 10 counts pixel'! s°!) caused by the phosphor decay time and the CCD
cycle time, together with the need for centroiding and prior frame subtraction to produce a true,
high-resolution photon-counting detector system. Nevertheless, this type of imaging photon-
counting detector system is curmently being widely used at all wavelengths from the near
infrared 10 the extreme ultraviolet and proposals have been made for the fabrication of very-
large-format detectors of this type using mosaics of fiber-optics and CCDs, as shown in Figure
4 (Williams and Weistrop 1983, Roberts, Tuohy and Dopita, 1988).

The most actively developed imaging photon-counting dewcior sysiems today, particularly for
space astrophysics missions. are the direct electronic readout imaging MCP detector systems of
the type shown in the schematic in Figure lc. A number of high-spatial-resolution electronic
readout systems are currently under development, with the characteristics listed in Table 1.
These fall into two major categories: analog readout systems, in which the position of the
detecied photon is determined by charge-nﬁoorelecumﬁc-u‘miné techniques, and the discrete-
pixel detector systems, in which the output charge from the MCP is collected on a precision
aray of discrete elecurodes. The principal analog readout systems are the Resistive Anode
Encoder (RAE), the Wedge-and-Strip Amay (WS), the Spiral Anode Array (SPAN) and the
Delay Line Array (DADA). Thesc arrays are shown in Figure S. In the Resistive Anode
Encoder (Wiza, 1979, Barstow et al., 1985) (see Figure 5a), the charge from the MCP is
collected on a resistive sheet and the position of the detected photon determined either by the
ratio of charges collected on four electrodes at the edges of the sheet, or by rise-time
discrimination from the coincident detected pulses.
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Figure 4. Schematic of 2 mosaic MCP-intensified CCD detector system (from Williams and
Weistrop. 1983).

Table 1. Characteristics of Electronic MCP Readout Systems.

Can Ty Format Prelst Sraual Resotcuon Reterence
Resesn e Ancde (RAE» 430 1 450 100 ¢ 10 Barsiow er ar. 1985
Weage md Sang ('NS) $78 2 878 0170 Siegmund ¢ al.. 1988
Spwal Asade i SPAN) 1000 ¢ 1000 251228 Lapingron er af . 1990
Delsy Lae (DADA) 4000 ¢ 378 2140 Swegmand er i . 1989
Ducren Coded Asccie Coneersy 64 2 1004 100 2 3¢ Lawrence, 1991
Eacvode {CODACON) L6z 236 40140
Muld- Asofe 2048 x 2048 Bx Timothy, 1991
Microchannel Amry (MAMA} L4190 Hais
Hybra Wln::nulnp 4000 x 4000 25028 Murray and Chappetl. 1983
i

The resolution of this of readout system is limited by shot noise in the resistive anode, and
it is now being replaced by the Wedge-and-Strip Array (Martin er al., 1981, Siegmund et al.,
1988) (see Figure 5b) which operates by dividing charge between conducting electrodes and
produces a higher spatial resolution. The Spiral Anode Array (Lapington ef al., 1990) is an
enhanced derivative of the Wedge-and-Strip Array. The most advanced of all of the analog
readout systems under development at this time are single and double Delay-Line Arrays
(Siegmund ez al., 1989) shown in Figures Sc and d. In the single delay line (Figure Sc) the x
position is determined by the difference in the arrival times of the pulses at each end of the
delay line while the y position is determined by charge division from the Wedge-and-Strip
electrode pattern. The double delay line (Figure 5d) operates in an identical manner but the use
of two interieaved delay lines allows the use of all the available charge for both the x and y
position identifications.
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a. The Coded Anode Converter (CODACON) array shown in one
dimension (from McClintock et al., 1982).

b. Coarse-fine, balanced coarse-fine and fine-fine Muld-Anode
Microchannel Ammays (MAMAS) shown in one dimension (from
Timothy et al., 1989).

Two types of discrete-pixel readout systems are under development at this time: the Coded
Anode Convertor (CODACON), under development at the University of Colorado (sec Figure
6a), and the Multi-Anode Microchannel Array (MAMA) detector system under development at
Sanford University (see Figure 6b). Both one-dimensional and two-dimensional CODACON
detectors have been utilized at FUV and EUV wavelengths (see, for example, McClintock ef
al. 1982). In the CODACON armmay, charge collected on a pixel electrode is capacitively
coupled into output electrodes amranged in a Gray code pattern. The simultaneous detection of
coincident pulses on the coded anodes coupled to the amplifiers defines a bit patiern which
identifies the spatial location of the detected charge cloud in one dimension. Two orthogonal
ammays are utilized in a two-dimensional imaging CODACON detector. The future development
of this particular readout system is at present limited to the needs of the EUV spectrometer on
the Cassini mission to Saturn and Titan (Lawrence, 1991).
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The imaging MAMA detector system is currently under active development at this ame fora
number of flight missions (Timothy et a!., 1989, Timothy, 1991). In the MAMA detector (wo
sets of interleaved anodes coupled in groups to each amplifier are used to uniquely idenufy the
position of the charge cloud in one dimension. As for the CODACON, two orthogonal arrays
are used in the two-dimensional imaging MAMA detector systems. As shown in Figure 6b. 2
number of different MAMA anode configurations are in use; the fine-fine configuration
providing at this time the optimum performance charactenistics.

A hybrid electonic readout detector system which combines the analog and discrete pixel
techniques is the High-Resolution Imager (HRI) which was flown on the Einstein Observatory
(Kellogg er al.. 1976) and is now under development in an advanced version for the Advanced
X-ray Astrophysics Facility (AXAF) (Murray and Chappell, 1988). This system uses two
orthogonal arrays of discrete wires linked by resisiors with every eighth wire connected to an
amplifier, and employs interpolation aigorithms to determine the exact locauon of the detected
charge cloud to a precision of a fracton of the wire spacing (see the schematic in Figure 7).

. } y-axis

X-AX1S A-C
Y:-__\'E'C [ 244

Figure 7. Schematic of the position-encoding wchnique of the Einstein High Resolution
Imager. Every cighth wire is connected 10 an amplifier.

In the soft x-ray region, deep-depletion CCDs which can provide simultaneous position and
energy information are currently under active development (sce, for example, Janesick efal.,
1988 Garmire er al., 1988, Lumb and Holland, 1988). The progress towards the goal of
simultaneous high energy resolution and high Detective Quantum Efficiency (DQE) with x-ray
CCDs has been reviewed recently by Fraser (1989). The spatial and energy resolutions of the
CCDs are potentially significantly superior to those of gas detectors, such as the Imaging
Proportional Counter (IPC), and these gas detectors can now be expected 10 be superseded by
the CCD's for future x-ray photon-counting imaging applications.

One ingenious photon-counting detector that falls out of the mainstream of current development
ograms is the Precision Analog Photon Address (PAPA) detector (see the schematic in
igure 8). This detector utilizes a setof 9 + 9 photomultiplier tubes mounted behind coded
masks to provide the spatial information for a format of §12 x 512 pixels (Gonsiorowski,
1986). A conventional image-intensifier tube is used to amplify the signal from the detected
photon in order to provide an adequate signal for each of the photomultiplier bes.
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Figure 8. Schematic of the PAPA detector system (from Gonsiorowski, 1986).

3. HIGH-GAIN MICROCHANNEL PLATES (MCPS)

The high-gain microchannel MCP forms the basis of most of the imaging photon-counting
detector systems currently under development for use at wavelengths from the near-infrared to
the soft x-ray region. Three types of high-gain MCP structures are currently being utilized.
These are the chevron MCP stack, the Z-plaie MCP stack, and the curved-channel, or C-plate.
MCP, as shown in Figure 9. The MCPs in the chevron and Z-stacks are fabricated from
conventional staight channels and ion-feedback inhibition takes place at the boundary between
the plates.

« Yeereel o
(XA A

Chavron Stack Z-Stack C-Plate
Figure 9. Schematics of high-gain MCP structures.

Both of these MCP configurations produce gains in excess of 10 electrons pulse!. and
resolutions of the output pulse-height distributions of better than 40%, (the resolution is
defined as the FWHM of the distnbution divided by the modal gain of the distribution).
Performance characteristcs of this quality have been obtained with both flat (Siegmund et al.,
1985, Fraser er al., 1988) and curved plates (Siegmund er al., 1990). MCPs of these
configurations are available with active areas of up to 100 x 100 mm2, and in smaller sizes with
channel diameters as small as 8 microns.
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A single C-plate MCP is more difficult to fabricaie, but produces a more opaimum performance
for very-high spatial resolution imaging detector systems since the charge spreading at the
interfaces of the different plates in the chevron and Z-plate stacks is eliminated. C-plate MCPs
with channel diameters of 12 and 10 microns produce gains of the order of § x 10 electons
pulsrl and resolutions of the output pulse-height distribution of better than 40% (see Figure
10). These performance characienstics have also been obtained with both flat (Timothy, 1981)
and curved (Slater er al.. 1989) plawes. C-plate MCPs with pore sizes as small as 8 microns are
currently under evaluation and the fabrication of C-plate MCPs with diameters of 40 mm and
75 mm is currently in progress.

Of panticular interest for studies at FUV and EUV wavelengths are the very-high DQEs
obtained with MCPs with opaque alkali-halide photocathodes deposited on the input faces
(Siegmund and Gaines, 1990).
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Figure 10. Output pulse-height distribution for a C-plaie MCP with 12-micron-diameter
channels.

4. PROSPECTS FOR FUTURE DEVELOPMENTS

A number of developments of the imaging photon-counting array technologies are currendy in
progress. Very-large-format CCDs are under development for a number of space astrophysics
missions. As examples of the current state-of-the-art, the Tekaonix CCD being developed for
the NASA Goddard Hubble Space Telescope Imaging Spectrograph has a format of 2048 x
2048 pixels and pixel dimensions of 21 x 21 microns2 (Woodgate, 1989), while the largest
Ford Aerospace (now Loral) CCD has a format of 4096 x 4096 pixels and pixel dimensions of
7.5 x 7.5 microns2 (Janesick er al., 1989). The potential for very-low (< 1 ¢ rms) read noise
CCDs means that these detectors will probably ultimately replace the current generation of the
photon-counting detectors at visible wavelengths for applications not requiring a fast-timing
capability.

The development of the high-gain MCPs is also being actively pursued at this time. Curved-
channel M fabricated by ncw proprietary iechniques are achieving uniformities of structure
of a quality never before achieved. The development of small-pore MCPs with channel
diameters as small as 6 microns is currently in progress and exotic fabrication techniques such

as fractal geometries for the reduced lead silicate class (RLSG) MCPs, and the use of
lithographic solid-state techniques for the fabrication of MCPs in silicon and other materials are
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under intensive investigation by a number of groups. MCPs with squase channels are also
being fabricated and tested.

Looking further into the future, the development of exotic three-dimensional imaging photon-
counting detector sysiems which can provide, simultaneously, a two-dimensional imaging
capability and a high degree of energy resolution is being actively pursued for use at soft x-ray
wavelengths and studied conceptually for use at EUV and FUV wavelengths.

The needs for the development of ultraviolet and visible-light detector systems have recently
been reviewed as part of the Astotech 21 workshop organized by the Jet Propulsion
Laboratory (JPL) (Timothy et al.. 1991). The present capabilities and future needs for the
high-gain MCPs and MCP readout systems are listed in Tables 3 and 4.

It is clear that the complimentary technologies of the solid-state integrating detectors and the
very fast-iming imaging photon-counting detectors now have the potential for revolutiomzing
scientific investigations in many fields on the ground and in space. The one caveat is that the
scientific programs cannot. at present. support the financial requirements of the semi-conductor
and night-vision industries. Without a source of significant and consistent financial suppor.
the availability of large-format scientific CCDs and MCPs cannot be guaranteed and the
scienafic programs will continue to be subject to the vagaries of the semi-conductor and night-
vision industries, particularly during the present period of budget cutbacks and turmoil in the
defense indusmies.

Table 2. Capabilites and requirements for scientific CCDs {from Timothy e al., 1991).

De velupment Flown in Descloped Denonsurated Desured for
Suatus Space for Space n Laboratory Futurc Mission
Sample Mission HST WF/PC | HST WEPC 2 NiA NGST
Visible blindness < 104 <109 < 109 with tilier < 107 for imaging
Amy size 800 x 800 800 x 800 4k x 4k "2 15K x 15K
QE for 0.1 - 0.3 pm > 15% > 5% )% > 80
QE for 04 - 1.0 um > 15% > 5% > 0% > 80¢%
Wetl capacity (e7) 30.000 40,000 10.000 100.000
@ pue! sze (um) @ 15 @7 @7 @S
Read notse (¢” rms) 10 2 0.3 0.1
Read raie (pixels 1) 50,000 50.000 $0.000 100,000
@ read nouse (¢” mms) @10 @2 @04 @01
Operaung iemperature -95°C -60°C - wC 20°'C
Mosaic capability No No Butwble for Butble for
finc amay 2.D mosax
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Table 3. Capabilities and requarements for high-gain MCPs (from Timothy er al., 1991).

Oe veloped: Damegr « 100 mm

Spaiat uniformics = 2% 10 %0 wm -mylu (et defects

Crannel diamewr 11) um

Lark count rae < 0 Voguniscm 2o !

Marimum count rate - % counts chanael b« i um  hannely
Zleume - 10C .m 1

Under development Cunnel dumewcr Yum

Square channeis .O0-4um 10 25-um channcis

Carved placs

Dark count raxe < 0 VY counts cm 2q !

Macmum count rase ~ 100 couns channet ! st 12 um channchs)
Ldeume TRD

Requared: Dameter - 100 mm

o «paual disiortion (AT MCP)

Suuare channels 1 &-um channcis

Cark zount < 001 countsem = 5 ! 1y -comncadences

Masimum count e > 107 coums channct g 6-um channels;
leume > 0 C .m *

Table 4. Capabilities and requirements for MCP read-out systems (from Timothy et al., 1991).

Deveiopat ~lkvik

Sput.al reoluton 14 um 1 19 um
Posiuen senisiy « 1 um
Mavimum count rae - 100 counts s |

L nder deveiopmon -lkelk

Spateal resolutren 19 wm 10 25 wn

Potiuoa sensiuvy - | am

M3vmum count ce = 24108 107 counte g

Respapet ~dxtdg

Spatal rcsoluton 10 um

Potiticn sensiuvity < | um

Maximum coun rawe >> 107 counts 3 ¢
Sutabie for mosaxcs
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ABSTRACT

We have obtained an image of the luminous infrared

galaxy NGC 6240 at 1480 A using a multianode

microchannel array (MAMA) detector with a rocket-borne telescope. At distances greater than 12” from
the nucleus the measured ultraviolet luminosity implies

that of a spiral galaxy such as M83. Optical images i
region of high excitation east of the nucleus between

Hawthorn et al.

Subject headings: galaxies: interactions — galaxies: peculiar — galaxies: photometry

1. INTRODUCTION

The morphologically peculiar galaxy NGC 6240, a possible
collision of at least two galaxics, has attracted much study in
recent years, primarily because of the high far-IR luminosity
revealed by the /RAS survey (Wright, Joseph, & Meikle 1984)
and the development of ground-based infrared (IR) spectro-
scopic techniques. This object exhibits two pointlike nuclei
separated by 178 (Fried & Schulz 1983) located approximately
in the center of a chaotic array of plumes, loops, and dust lanes.
Maost of the spectroscopic work carried out on NGC 6240 to
date has been confined to a region within 5" of the double
nucleus, which shows strong near-IR emission, strong H,
quadrupole emission (see Lester, Harvey, & Carr 1988 and
references therein), and from which the very strong far-IR emis-
sion is presumed to emanate. Imagery of NGC 6240 extending
out to several arcminutes from the double nucleus has been
obtained in visual and IR bandpasses (Fosbury & Wall 1979;
Fried & Schulz 1983; Thronson et al. 1990 Keel 1990). Images
in Ha + [N 1] have been obtained by Heckman, Armus, &
Miley (1987) and Keel (1990). We distinguish three morpho-
logical components of the central system (Fig. 1): (1) a
butterfly-shaped filamentary complex surrounding the double
nucleus to a distance of ~ 10”; (2) a double loop ~ 40" long to
the west of the nucleus, aligned roughly north and south; and
(3) fairly bright spiral arm fragments or tidal tails extending to
~30" from the nucleus, also in a north-south direction.
Recently, Bland-Hawthorn, Wilson, & Tully (1991) have delin-
eated two disk systems in NGC 6240, centered at the double
nucleus and at a point ~ 12" to the northeast, respectively. The
center of the second disk is not prominent in IR or CO 2.6 mm
emission (Wang, Scoville, & Sanders 1991).

In this Lerter, we report imaging observations made in the
far-ultraviolet (FUV), B, and V bandpasses, and in the Ha, HB,

L8I

intensive star formation activity equal to 2-3 times
n the HB and [O m] 15007 emission lines reveal a
the centers of disks 1 and 2 as described by Bland-

— stars: formation

and (O m] 45007 emission lines. The FUV image is discussed
in relation to components 2 and 3. In particular, we show that
these components have an FUV luminosity at least as great as
that of a normal giant spiral. Our ground-based visual
emission-line images are discussed in relation to component 1,
within which we find a region of high excitation. Throughout
we assume Hy = 67 km s™! Mpc~' (Rowan-Robinson 1985),
which locates NGC 6240 at a distance of 112 Mpc.

2. OBSERVATIONS

Sounding rocket 36.043GG, a Terrier/Black Brant, was
flown 1989 June 27 6:00:01 GMT from White Sands Missile
Range, New Mexico. The instrument was a 39 cm Ritchey-
Chretian telescope (Bohlin et al. 1982) refitted with a
256 x 1024 pixel Multianode Microchannel Array (MAMA) a
detector with cesium iodide photocathode. The MAMA time-
tags and centroids the electron cloud emitted from the back of
a microchannel plate in response to each detected photon.
Because flux is not integrated on the detector itself, the flight
observation can be reconstructed photon by photon in time
order. Image blurring in this observation had two com-
ponents: a jitter of +8” removed by applying an attitude offset
returned in telemetry; and a smooth drift of 077 s** removed
by following the motion of a point source (HD 152497) in the
dejittered data. NGC 6240 was observed for a total of 210 s
through CaF, and SrF, filters (identical for the urposes of
this paper) yielding 4., = 1480 A and Al = 410 A. The plate
scale is 175 pixel ~! for a field of 6:4 x 25'6. IVE spectra of HD
152497, together with laboratory-measured filter curves and
flat fields, were used for absolute calibration. From the 2200 A
feature in the HD 152497 spectrum, foreground reddening was
estimated to be E(B— V) = 0.15 [the estimate from the map of
Burstein & Heiles (1982) is E(B — V) < 0.09].
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Fic. 1.—CCD image of NGC 6240 in Ha + [N u] + continuum. North is
up. and east 10 the Jeft Axis labeled in arcminutes. Numerals distinguish three

morphological components (see text).

Two new UV point sources were serendipitously discovered
al 2,950 = 1675176237 5,950 = +2°31'40°0 and @950 =
16°51®1%40 6,950 = 4+2°26'5077. The second source was con-
firmed as a white dwarl using a visual spectrum kindly
obtained by Craig Foltz at Kitt Peak National Observatory
(Hintzen 1989).

Ground-based images of NGC 6240 were obtained by FIV
on 1989 June 27, 1989 June 29, and 1990 June 28 with the 40
inch (1.016 m) telescope at the United States Naval Observa-
tory Flagstaff Station using a UV-flooded Texas Instruments
816 x 816 CCD. The plate scale is 074 pixel~* for a field of
§:7 x 57. These images were reduced by bias subtraction and
flat-fielding using standard site procedures.

The visual images were co-aligned to less than 1 pixel (using
centroided coordinates of field stars) and smoothed by 3 pixels.
The bandpass response functions of the emission-linc filters
(A4 =30 A) were such that intercalibrated monochromatic
images could be computed in instrumental units, provided that
a way was found of interpolating continuum from B and V
band data. The internal reddening of NGC 6240 varies on
several spatial scales (Kee!l 1990), making a simple scaling of B
or V inappropriate. Our method is based on the assumption
that the northern arm (in our component 3) represents
« pormal spiral arm " material Jominated by continuum, and
with minimal line emission compared to the more energetic
parts of the galaxy; the features of interest in our component 1
are then regarded as showing a linc-emission excess above that
porm. From the northern-arm data, we derived empirically (by
matching histograms of certain instrumental flux ratios) a
function relating continuum at the wavelengths of {O m] and
Hp to the instrumental broad-band fluxes b and v. The
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TABLE 1
{0 w)/Hp Ramos OF NGC 6240 FEATURES
AVERAGE* CenTer®
FeaTure  [O m)/HB  Relative Errorr  [O m]/HE  Relative Errore
[£)] 2) 3 4 5

Borirrnnns 2.1 0.5
b 33 0.6 -
Covrrennnn 43 03 5.2 08
d......... 33 0.1 32 04
€.iinan 25 0.1 2.5 0.3
[ I 1.0 0.1 09 02
F ST 27 04
T oveieennns 11 0.1 1.1 03
§ooerienns 10 0.2 10 06
Koovonenns 2.7 0.5

* Square aperture 172003 side. centered on position marked in Fig 2.
* Single pixel marked in Fig. 2.
¢ | a/r, where r 1s center of average line ratio

resulting monochromatic [O m] and Hp images arc shown in
Figures 2a and 2b. An image of the ratio, [O u}/HA, is shown
in Figure 2c.

Specific values of the {O m]/H§ ratio corresponding to fea-
tures marked in Figure 2 are given in Table 1. The values in
column (2) correspond to a 3 x 3 pixel square aperture, for
which the formal random errors are listed in column (3). The
ratio [O m)/Hp at the central pixel of each aperture is listed in
column (4), with the random error in column (5), in those cases
where the relative error is less than 1.0 (i.e, the result is signifi-
cant at the | g level).

3. DISCUSSION

Figure 3a (Plate L7) shows the 1480 A image with B contin-
wum contours superposed. Shown as well are the centers of
disks 1 and 2 and the line of nodes of each disk (Bland-Haw-
thorn et al. 1991). The inner parts of the galaxy are too
obscured to be seen in the short FUV exposure. However, the
spiral armlike structures are obvious. Although they appear
smooth at visual wavelengths, the FUV image indicates that
they contain distinct star-forming regions or clusters. This
effect may be produced in the FUV by uneven distribution of
dust within the arms. In the northern arm, star formation
seems to be occurring or has recently occurred as far as 307 (16
kpc) from the nucleus. In Figure 3b we show a differentially
masked visual picture overlaid with the contours of the FUV
image. The visual picture shows a nearly vertical feature,
usually interpreted to be a dust lane, which does not seem to
correlate with cither the presence or the absence of FUV emis-
sion.

The FUV emission is not correlated with any optical emis-
sion within 127 (6.3 kpe) of the nucleus, or with the line of
nodes of either disk 1 or 2. On the other hand, the FUV is well
correlated with optical emission in the armlike or tidal-tail
regions outside that radius, particularly to the north and the
southwest. However, such structures cannot be excluded from
interior parts of the galaxy, where they could be blocked from
view by extinction. It is likely that these regions are Population
I structures similar to the arms of normal spirals (but given the
disrupted appearance of the galaxy, it is plausible that they are
material arms rather than density waves).

We have measured the FUV juminosity at 1480 A of seven of
the cluster-like objects in Figure 3, and the results are listed in
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Table 2. They have been corrected for Galactic extinction, but
not for extinction in NGC 6240. A typical source measurement
comprises ~ 25 counts, of which ~10 are background. We
note that UV 5 and UV 6 are about twice as bright as the
fainter clusters and that the average cluster FUV luminosity
uncorrected for internal extinction is ~29 times that of a
typical bright H 11 region in M83 (Bohlin et al. 1990).

Assuming that the FUV image is evidence for bursts of star
formation, we can estimate the initial mass of the clusters UV
I-UV 7 using the analysis of Lequeux et al. (1981) as developed
by Landsman (1990; see Bohlin et al. 1990). In this scheme a set
of evolutionary tracks in the log L, log T, plane is selected for
a discrete set of initial masses. Model atmospheres are then
used to convert each log L, log T, value into an FUV flux. At
a given age, fluxes from stars of different masses are added
together, weighted by an assumed initial mass function (IMF).
In our calculations the IMF took the form Y(M) = dn(M)/
dinM)oc M~2 for 1.8 My < M. <120 My and M~ for
0007 My < M <18 M, (Lequeux et al. 1981). We have
assumed solar abundances. For a working model we follow

TABLE 2
CLUSTER LUMINOSITIES AND INTTIAL Masses
uv '
Cluster
” Identification
Number Luminosity* SFR® M °©
6 12 8 4 0 4 8 12 - mosty o

64 oM 68
Fic. 2c 170 0.36 73
19 010 1.9
FiG. 2—CCD narrow-band images of NGC 6240 in emission lines. North 77 0.40 81
up, east to the left. Axes labeled in arcseconds. B-band contours equally spaced 11.6 0.61 121
in fux are superposed (same levels as in Fig. 3) (a)~{b) [O m] and H}, respec- 121 0.66 126
tively (density wedges show equally spaced intensities). () [O w)/Hp (density 9.2 049 96
wedge shows measured flux ratios at integral values from §-4). Areas of very
low S/N have been masked out of the ratio image, but some noise still shows as *107°% ergs 5=! A, corrected only for Galactic
dark “break-up " around the edge of the displayed portion. Labels o~k indicate extinction E(B— V) = 0.15.
features discussed in Table | and the text. Crosses or line segments indicate the ® Star formation ratein M, yr-*.

centers of disks 1 and 2 of Bland-Hawthorn et al. (1991).  10* M, lower limit (see text).
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Tanaka, Hasegawa, & Gatley ( 1991) and asume that star for-
mation has taken place at a constant rate over a period of 20
Myr, and that we observed the FUYV emission 10 Myr after the
star formation has stopped. Inspection of our Ha image and
that of Heckman et al. (1987) shows no correlation between Ha
and FUV emission, from which we conclude that the clusters
have aged sufficiently to no longer produce significant ionizing
fiux. This is consistent with our working model, which shows a
decrease in ionizing flux by two orders of magnitude in a 10
Myr span following the cessation of star formation. Our calcu-
lation yields a luminosity per unit star formation rate in (ergs
s~ A1)(Mg Myr™"), from which we derive the star forma-
tion rates and integrated cluster masses listed in Table 2. The
results imply moderate star formation rates and total cluster
masses of 0.5-1 x 107 M. Reasonable variations of the model
parameters can change the numerical values by up to a factor
of 3, but the results are likely to be minimum values since we
have not corrected for extinction internal to NGC 6240. These
cluster masses are about a factor of 30 less than the mass of
stars produced at the center of NGC 6240 in a starburst as
described recently by Tanaka et al. (1991). The total cluster
mass derived from FUYV data, i, from regions located more
than 12" from the center, is about a factor of 2 less than the
central starburst mass.

About 45% of the total observed FUV comes from the listed
clusters (the rest, probably, being from fainter clusters and
from diffuse refiection off dust). In Table 3 the total FUYV flux
of NGC 6240, representing ~ 270 net counts, is compared with
the FUYV fluxes for several spirals obtained with other sound-
ing rocket observations. NGC 6240 emits FUV flux ~ 2 times
that of M83, roughly equal to that of MSI or M101, and ~4
times that of M33. In other words, in its outlying arms alone,
NGC 6240 exhibits an FUV luminosity comparable to that of
a giant spiral with very active star formation and much greater
than that of a relatively quiescent spiral. (All these results are
uncorrected for extinction internal to the target galaxies.) This
is consistent with the finding of Thronson et al. (1990) and
Lester, Harvey, & Carr (1988) that the bolometric stellar lumi-
nosity of NGC 6240 is ~2 times that of a giant spiral (see
especially Fig. 10 of Thronson et al).

The most noteworthy feature found in our visual imagery is
a bar-like structure, resolved into two localized subregions,
appearing between points a and f in Figure 3a, our {O m]
image. (For conciseness, we simply call this feature the “ bar,”
without implying any similarity to barred spirals.) Broad-band
imagery also shows the bar, as indicated by the B bandpass
contours superposed on the same figure. The east-west extent
of the bar is ~4” (2.1 kpc). It appears to be closely aligned with
the dynamic center of disk 2 and reasonably well aligned with
the southern nucleus of the galactic core. It is exhibited, faintly,
by the HB image (Fig. 2b) and is definitely present in the Ha
pictures of Heckman, Armus, & Miley (1987) and Keel (1990).
The [O }/H}p ratio image shows varying degrees of excitation
within the bar. For example, at point ¢ the average value in a
172 square aperture is 4.3 0.3. At points d and e the average

TABLE 3

ComPasuson of UV LusanostTy of NGC 6240
wiTH THOSE OF OTHER GALAXIES

OBSERVED AT 112 Mpc
GaLaxy Jised® J2300" Sisea" f1300"
6240 ............... 9.1(—19) e 9.1(-15) 4%-15"
M3 A-11 0N-19%)
M33.... 24-11) 1.4(-11) 14-19) 08 -15)
MSI $.5(-13) 4.1(-15)
MBI ... 38(-12) 1.8(—-12) 44-15) 20(-15%)
MI0Ls ... LU-12) 46-15)

*In ergs s™' cm™' A, corrected for foreground extinction only:
E(B—-V) =015 for NGC 6240, values from Burstein & Heiles 1982 for
others.

* Extrapolated from f, o0 USIng f3300/f s00 Of M83.

© Hil! 1990.

¢ Landsman 1990.

values are 3.3 + 0.1 and 2.5 £ 0.1, respectively. The shape of
the bar in the ratio image differs from that in the [O m1] image,
very likely due to the nonuniform morphology of HS emission
arising in other gas along the line of sight. In any case, an
extensive region of high jonization does appear to be present
between the center of disk 2 and the double nucleus.

At points corresponding to the centers of disks 1 and 2 and
in the extended features of our component |, the [O in]/HB
ratio is characteristically low. However, at point b, ~2" away
from the center of disk 1, the {O m]/Hp ratio appears to be
significantly elevated (3.3 + 2.1). Point h shows high excitation
({O m]/HB = 3.6), but this value is not statistically significant.
The derived [O m]/Hp ratios are likely to be minimum values,
since we cannot separate the HB emission contributed by the
[O m] emitting gas from other HB emission along the line of

sight.

The [O m]/HP ratios can easily be produced by shocks or
through photoionization by thermal or nonthermal sources.
Clearly, it- would be useful to obtain spectra of the high-
excitation regions in a diverse selection of emission lines in
order to distinguish between these energizing mechanisms.
Until more data are forthcoming, we simply note that the loca-
tion of the high [O m] emission, seen clearly against a lower
emission background, is suggestive of an association with the
double nucleus or the center of disk 2.

We wish to thank W. Landsman for the use of his star
formation and cluster evolution code. We thank S. Shore for
his interest in this work and an anonymous referee for a useful
critique of an earlier version of the manuscript. We are grateful
to the staffs of the Astronomical Sounding Rocket Program
and the Sounding Rockets Project Branch of the Goddard |
Space Flight Center for their essential work in obtaining the
FUV image of NGC 6240. Funding for this project was
through NASA RTOPs 188-41-24 and 458-50-60.
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ABSTRACT. We have developed a new system for making speckle observations with the multianode
microchannel array (MAMA) detector. This system is a true photon-counting imaging device which
records the arrival time of every detected photon and allows for reconstruction of image features near
the diffraction limit of the telescope. We present a description of the system and summary of observa-
tional results obtained at the Lick Observatory 1-m reflector in 1991 September. The diffraction limit of
the I-m telescope at 5029 A is about 0.125 arcsec and we have successfully resolved the catalogued
interferometric binary HD 202582 with a separation o

cluster y Persei separated by 2.65=0.22 arcsec wit

£0.15720.031 arcsec. A pair of stars in the open

h approximate ¥ magnitudes 8.6 and 11.5 has also

been successfully analyzed with the speckle technique.

1. INTRODUCTION

In conventional astronomy, the limit of angular resolu-
tion is not set by the size of the telescope aperture as dif-
fraction theory predicts but instead by the size of the “see-
ing disk” of a point source, which is typically 1-2 arcsec at
full width half-maximum (FWHM). The broad character
of the secing disk is due to inhomogeneities in the refrac-
tive index in the air above the telescope aperture. These
inhomogeneities have the effect of breaking the aperture up
into cells that have a typical length scale of 10 cm and
evolve on a typical time scale of 10 ms. Within a cell, the
refractive index is roughly uniform, but different cells have
different values of the refractive index. It is the size of these
cells which ultimately determines the width of the secing
disk.

One technique for obtaining angular resolution consid-
erably better than the seeing is speckle interferometry.
Speckie interferometry consists of taking many short inte-
gration images (frames) of a particular object of interest.
In each frame, the turbulent effects of the atmosphere are
approximately frozen and the frame image may be de-
scribed as the interference pattern obtained by considering
different pairs of subregions in the telescope aperture de-
fined by the cells arising from nonuniformities in the re-
fractive index. Each pair of subapertures considered inde-
pendently would produce fringes in the image plane whose
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spacing is determined by the distance between the two sub-
apertures. Taken together, the various fringes form a com-
plicated interference pattern known as a speckle pattern.
The speckles (or regions of constructive interference) fill 2
region in the image plane defined by the seeing disk, but
have a characteristic width similar to that of the
diffraction-limited point spread function of the telescope.
To the extent that individual speckles can be resolved by
the detector at the image plane, a frame contains high
angular resolution information about the object.

For example, if the object of interest is a binary star,
then the speckle patterns will exhibit speckle pairs at the
vector separation of the two companions. Of course, these
speckle pairs will occur at various places on the image
plane, but they may be collected together by considering
the autocorrelation function of a frame, which, up to a
normalization factor, is equivalent to the histogram of the
distance vectors between photon pairs. The Fourier trans-
form of the image autocorrelation is the image power spec-
trum (the modulus squared of the Fourier transform of the
frame image). The frame image I(x) is the convolution of
the point spread function S(x) with the actual object in-
tensity distribution O(x):

I(x)=S5(x)+0(x}, (1

where “*” denotes convolution. In the Fourier domain, a
convolution becomes an ordinary product so that

© 1992. Astronomical Society of the Pacific




T(u)=5(u)-0(w), (2)

where ** " denotes Fourier transform and the spatial fre-
quency variable conjugate to x is u. Taking the modulus
square of this expression and averaging over many frames,
we obtain the result that the average image power spec-
trum is the product of the true object power spectrum and
the average point-spread function power spectrum:

(T [H=(S@) 10w (3)

where () denotes the average over many frames. If a
speckle experiment is performed on the binary star,
(17(u)|?) can be obtained by Fourier transforming the
average autocorrelation of many frames of data. The same
process performed on a point source yields (] S(u) |2). As
Eq. (3) shows, the true binary power spectrum can then be
obtained by division, where such a division is valid in the
region where (|S (w){? is nonzero. In fact the average
point-spread function power spectrum is nonzero out to
the diffraction limit of the telescope and the method works
not only for binary stars but also for general objects (La-
beyric 1970). The true object autocorrelation is then ob-
tained by Fourier inversion. In the case of a binary system,
reconstructing the object autocorrelation is sufficient to re-
trieve the separation, position angle (up to a 180° ambigu-
ity), and the relative magnitudes of the two companions.

To have a successful speckle experiment, the image de-
tector must have several special characteristics. First it
must be capable of reading frames out at the rate of the
evolution of the speckles; a minimum requirement is about
10 ms. The detector must have relatively high quantum
efficiency so that speckles in a single frame will have suf-
ficient contrast. Low read noise is important because the
number of detected photons per frame is usually small
(typically 1 to a few hundred). Since the goal is to obtain
very-high-resolution information inside a comparatively
large seeing disk, excellent geometric fidelity and fairly
large formats are necessary.

While other detectors have been very successfully used
in speckle interferometry, there are several motivations for
building a system based on a MAMA detector. Unlike
intensified-CCD speckle systems, the MAMA records the
arrival time of every detected photon with a timing reso-
lution of 400 ns. This allows for maximum flexibility in the
analysis phase of a speckle experiment since the frame in-
tegration time that maximizes the signal-to-noise ratio may
be identified and set in software after the observations have
been completed. The flat-field response of current MAMA
detectors has improved significantly over the past six years
so that now it is possible 1o obtain 10% rms variations over
the entire field of view. This is in contrast to earlier
MAMA and PAPA detectors which commonly had 30%
rms sensitivity variations across the field of view (Papali-
olios et al. 1985). Resistive anode microchanne! plate
(MCP) readouts typically use stacks of MCPs to produce
large charge clouds on the anodes, but this arrangement
results in poorer position sensitivity than with the MAMA
detector. The Caltech system, e.g., has a spatial resolution
of 60 g FWHM (Nakajima et al. 1989) compared with

The Stanford University Speckle Interferometry System
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FIG. |—The primary components in the Stanford speckle-interferometry
system.

about 14 y for the system described in this paper, which
uses a single curved-channel MCP. In addition, stacked
MCP detectors are susceptible to MCP saturation at lower
count rates than curved-plate MAMA detectors. This is a
phenomenon which increases the dead time of the detector.
MAMA detectors are available in large formats (1024
x 1024 pixels), usually have a dark current under 20 Hz,
and have excellent geometric fidelity (Morgan et al. 1989).
Based on these characteristics, a MAMA-based speckle-
interferometry system is a powerful instrument for high

_ angular resolution astronomy.

2. SYSTEM DESCRIPTION

Starting from the telescope, the main components of the
Stanford speckle system are (see Fig. 1): (1) a mounting
flange which holds the detector and the speckle camera to
the telescope so that the optical axes of the detector and
telescope are matched; (2) the speckie camera which con-
tains optical elements necessary for a speckle experiment;
(3) the MAMA detector tube; (4) the charge amplifier
box; (5) decode circuitry for assigning pixel addresses to
output from the MAMA; (6) the fiber-optic link which
allows for transmission of decoded data to a remote site;
{7) the microcomputer, which operates the speckle camera
and stores data: and (8) the CAMAC interface, which
allows the microcomputer to issue commands to the
speckle camera.
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2.1 The Speckle Camera

The speckle camera sits between the telescope and the
MAMA detector. A detail of this instrument is shown in
Fig. 2. The optical and mechanical layouts of the camera
were designed by Nate Hazen and Costas Papaliolios at
Harvard University; this portion of our system is essen-
tially a copy of the camera used at Harvard. The camera
contains two Risley prisms to correct for atmospheric dis-
persion each of which may be rotated to an absolute posi-
tion by its own 10-bit shaft encoder. It also contains four
large wheels that hold filters and microscope objective
lenses. The wheels and prisms are moved by issuing com-
mands from the microcomputer, thus bringing the desired
optical element into the optical axis. There are cight posi-
tions on each wheel. The two wheels closest to the MAMA
detector are used for narrow-bandpass filters and neutral
density filters while the second wheel from the telescope is
used for microscope objectives. The wheel closest to the
telescope can hold filters, but also has two prisms which
can be used to illuminate the detector with light from a
small LED, allowing for intensity calibration of the detec-
tor. The LED brightness can be controlled remotely. A
reticle is etched on one of the prisms to give absolute spa-
tial calibration. The camera has a 2.5 cm Uniblitz shutter
which can be opened and closed by issuing a command
from the microcomputer.

The microcomputer communicates to the camera via a
CAMAC interface. This interface consists of a GPIB in-
terface unit, a relay register, and an input/pulsed output
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FiG. 3—(a) Block diagram of the MAMA detector operation; (b) an
illustranon of two sets of interieaved anodes with different sized electron
clouds.

(1/PO) port. Commands issued from the microcomputer
are addressed to individual registers in the relay and 1I/PO
units. The output is then fed into a small driver board on
the speckle camera. Status bits can be read out from the
driver board so that the current positions of the wheels and
prisms can be polled from the microcomputer.

2.2 The MAMA Detector and Event Decoding

The MAMA detector and decoding MAMA output
have been discussed at length in the literature (Timothy et
al. 1989; Kasle 1988), so we will give only a brief descrip-
tion here. There are two parts to the active surface of the
detector, the microchannel plate (MCP) and the photo-
cathode (PC). Photons which strike the photocathode
may liberate one or more electrons which then cascade
down through a microchannel in the MCP, freeing elec-
trons at each contact made with the channel wall unti! a
cloud of 10°~10° electrons exits the channe! and strikes an
anode array beneath the MCP. Each anode is connected to
a charge amplifier which takes this small deposit of charge
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and outputs a signal level appropriate for the digital de-
coding electronics. Figure 3(a) illustrates how the MAMA
works.

The current generation of MAMA detectors employs an
anode array which consists of two sets of interleaved an-
odes in a repeating series [see Fig. 3(b)]. For historical
reasons these are called “fine—fine” anode arrays. The first
set of anodes consists of 7 anodes (which repeats for n+2
cycles) and the second set consists of n+2 anodes (which
repeats for n cycles), resulting in a total of ne(n + 2)
pixels, where n must be even to ensure unique decoding
over the entire array. The interleaving of the two sets of
anodes is analogous to two waves of slightly different fre-
quency beating against each other over many cycles for one
complete beat cycle. Another pair of anode sets {not shown
in Fig. 3(b)] of m and m+2 anodes run underneath and
perpendicular to the first pair of anode sets, resulting in a
total of ms(m + 2) pixels in the perpendicular axis. A
pixel is defined as spanning from one anode’s center line to
the next.

The configuration of a fine-fine array requires a com-
plex algorithm involving coincidence discrimination for de-
termining the position of a given photon event. Coinci-
dence discrimination is the process of taking two or more
anodes which experience electron pulses which are coinci-
dent in time and inferring the pixel location of the event in
the anode array from the combination of anodes. While
coincidence discrimination requires a more complex posi-
tion decoding algorithm than would be needed for a con-
figuration of discrete anodes, it requires far fewer charge
amplifiers.

Recently, a technique has been developed which im-
proves the resolution of MAMA images by utilizing a dif-
ferent encoding algosithm. The number of adjacent anodes
hit is known as the order of the fold of the event. In the
previous algorithm, an odd-fold event could be assigned to
one of two pixels as illustrated in Fig. 3(b); however in the
new algorithm, the event is assigned to a new pixel whose
center lies directly on an anode center, as shown in Fig. 4.
Thus, in high-resolution mode, the number of pixels in
each direction is doubled. The improvement in resolution
is determined by several factors including the distribution
of folds, the voltage difference between anode layers, and
the spacing of microchannels in the MCP, but has been
shown to be as high as 55% with some MAMAs (Kasle
and Morgan 1991). Our speckle observing system uses 2
decoder with the option for high resolution. The decoder is
capable of processing raw data from the MAMA at a rate
of 6.25 MHz in both normal and high-resolution modes.

2.3 Data Transfer and Storage

The detection and decoding functions are accomplished
at the telescope while the accumulation of data and real-
time display are carried out by the microcomputer, which
in most observing situations is a large distance from the
detector. The need to transfer the data from the detector to
the computer requires a long-range (100 m), fast, reliable
means to transmit the data. These requirements have been

ggou
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FiG. 4—An illustration of the high-resolution decoding algorithm which
incorporates centroiding of the electron cloud striking the anode array to
add an extra least-significant bit to the pixel address Even-fold high-
resolution pixels are centered between anodes and odd-fold high-
resolution pixels are centered on anodes.

met by a fiber optic link that is currently able to transmit at
a data rate of 3.3 Mevent/s for a total of 120 Mbits/s.
(Each event is 32 bits long.) A very simple error detection
system that rejects events with a double bit error has also
been implemented. The detection efficiency of these errors
is 50%.

The events arriving through the fiber optic link are pro-
cessed by a custom computer interface designed at Stan-
ford and shown in Fig. 5. The interface has five different
modes of operation: calibrate, speckle, integrate, read, and
clear. The calibrate mode is for setting the proper axis
proportions in the real-time data display which is most
often just an oscilloscope in X—Y mode. The read and
clear modes are for clearing and transferring data to the
computer. In integration mode, pixel addresses in the
memory are incremented as each event arrives, so that a
direct image is built up over time. The memory allocated
for each pixel is 16 bits allowing a maximum of 65,535
events to be accumulated in each pixel.

In the speckle mode, the pixel address and time of ar-
rival are recorded in memory for each incoming event. To
reduce the amount of data stored, the time of arrival is
divided into two parts: a coarse time and a fine time tag
which represent upper and lower parts of a 26-bit clock
register. The finc time tag is attached to the address of
every event while the coarse time is added only when an
event arrives after the upper bits of the clock have been
incremented by one or more. The clock frequency can be
set in software at several different speeds ranging from tick
intervals of 25-208 us. For the observations we will de-
scribe, it was incremented every 208 ps. This mode of op-
eration maximizes the data bandwidth by minimizing the
amount of time spent writing coarse time tags. At this
frequency, events had a time resolution of 3.25 ps. The
storage format of speckle data in memory follows the
structure shown in Fig. 6. The two top bits in each word
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FiG. 5—Block diagram of the MAMA speckle interface.

(called the word type) have been added to allow for de-
tection of errors in the data stream. The prescaler portion
of the coarse time tag encodes the frequency selected for
the clock.

In the current system, data is dumped (o nine-track tape
every megabyte, and so there is no dead time in the data
between dumps. The TSOS tape drive can write data at the
rate of 24 kHz, and the interface can be reset and restarted
while data is being dumped to tape. For bright objects
(count rates »24 kHz), the interface fills with data faster
than it can be written to tape, and the observation time for
a given number of events is controlled by the tape drive.
For dim objects (count rates €24 kHz), data is written to
tape faster than the next data buffer is filled in the inter-
face, and the integration time is controlled by the count
rate of the object. With fewer counts per second, more
events will have absolute time tags written with them, so
that a file of 2 Mevent will be larger in terms of bytes for a
dim object than for a bright object.

biS|bI4[bI3]bi2]bIITbIOTBS [B8 b7 |6 |bS |hd [ b3 | b2 [bi (50
Y Coord:

| X Coordinate
i Fine Time Tag T Y Coord:
0 Coarse Tume Ta
] Prescaler | Coarse Time Tag_

FIG. 6—The bit structure of MAMA time-tagged events. Each event is 2
words of 16 bits each containing the word type (bits 14 and 15), the x and
y coordinates of the events, and a fine time tag. If the event occurs just
after a tick on the coarse clock, a coarse time tag of two words is written
after the event.

3. OBSERVATIONAL RESULTS

The first observations with this system were made on
the 16th, 17th, and 18th of 1991 September, at the Lick
Observatory 1-m refiector. The skies were clear and the
secing was between 17 and 177 all three nights. All of the
data that we will discuss in this section was taken in low- .
resolution mode.

We used a sealed MAMA detector tube with a thermo-
electrically cooled bialkali photocathode and 14 u pixels.
The average gain from a photoevent was measured in the
lab to be3.2X 10° electrons/pulse which means that the
distribution of multifolds was dominated by twofold
events. We estimate that the quantum efficiency of the
telescope/detector combination was on the order of 0.5%-
1.0%. The low-gain MCP caused a substantially structured
flat-field response. The detector also had a high dark cur-
rent, roughly 100-300 Hz over the entire area of the anode
array. This introduces a noise component into the speckle
signal which is especially noticeable for dim objects.

Despite these detector deficiencies, it was an adequate
tube to test the speckle system. We obtained speckle data
of two point sources and three binary stars which illustrate
the capabilities of our system in recovering high angular
resolution information, substantially higher than the seeing
limit. In Fig. 7, we have plotted the radially averaged spa-
tia] frequency power spectrum for two point sources. These
graphs have the expected form of a narrow peak at low
spatial frequency due to the secing disk, and then a broad
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F1G. 7—Radially averaged power spectra for two point sources and Fried
models for the 1-m aperture.

shoulder out to the diffraction limit. The power in this
shoulder is generated by individual speckles (which are
roughly the size of the diffraction-limited point-spread
function of the telescope) so the detection of this speckle
shoulder indicates that diffraction-limited information is
contained in the data. Power beyond the diffraction limit is
generated by the dark current and Poisson noise. Also plot-
ted in these figures is a two-component Fried model for the
power spectrum of a point source where we have matched
the low-frequency peak widths.

It is important to characterize the signal-to-noise ratio
in the power spectra in order to understand the limits of
the detector system. We define the signal-to-noise ratio at a
spatial frequency u as being the value of the power spec-
trum at u divided by the standard deviation of the values
outside the diffraction limit, where little signal is expected.
Since we will be working with the power spectra of point
sources, which are radially symmetric, it is convenient to
consider the average value inside a thin annulus of average
radius |u| centered at 0 frequency as the signal at a spatial
frequency |u|. Figure 8 illustrates how the signal-to-noise
measurement is made.

Using this method, we developed curves of S/N as a
function of frame time at a fixed spatial frequency for two
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FiG. 8—To make the signal-to-noise measurement in the power spectra of
point sources, we considered the average inside a thin annulus of average
radius |u] as the signal at |u} cycles/arcsec as shown in (a). The noise
measurement was obtained by taking the standard deviation of values in
al! pixels lying outside the diffraction limit as shown in (b). Since the
power spectrum is symmetric about the line u=-u, only points above
this line are considered.

point sources, HR 7734 and y Per. Since the MAMA de-
tector time tags photoevents, it ts possible to analyze the
same data at various frame times. The expected character
of the S/N curve as a function of frame time is for the S/N
to be low at small frame times, where Poisson noise dom-
inates, to peak at the frame time corresponding to the time
scale of fluctuations in the atmosphere, and then to return
to lower values for longer frame times due to the loss of
contrast in individual speckles on the image plane. Figure
9 shows the curves we obtained for our two point sources.
These graphs indicate that S/N is maximized at a frame
time of about 10 ms for HR 7734 and 30 ms for y Per,
which is consistent with the seeing estimate for those ob-
servations, about 1.6 arcsec in the case of HR 7734 and 1.0
arcsec in the case of y Per.

At the telescope we measured the plate scale by moving
a stellar image from one side of the active area of the
detector to the other and recording the change in direction
that the telescope was pointing. By moving the telescope
direction only in declination, we were able to define a
north-south vector on the detector field of view, and then
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by repeating the measurement in RA, to obtain an east-
west vector. This was converted into a detector pitch angle
relative to the north-south orientation. The plate scale ob-
tained from this method was 0.03918+0.00327 arcsec/
pixel and the pitch angle was +2.4+0.84 deg.

One object in our data set is a visually resolved pair of
stars, shown in Fig. 10. This object lies in the field of the
open cluster y Per and the two stars have a magnitude
difference of approximately 3. ¥ magnitudes were esti-
mated from a conversion curve derived from five standard
stars observed with the same filter as the speckle observa-
tions. By using a two-dimensional Gaussian fit routine, we
found the separation of the stars to be 2.65+0.22 arcsec
and the position angle to be 319.23 £ 0.86 deg. The object
was then analyzed via the speckle-autocorrelation method
where the separation was found to be 2.60%0.22 arcsec
and the position angle was 319.42+0.94 deg. The main
source of error in these measurements is the uncertainty in
the plate factor, which is limited by the small number of

FI1G. 10—A direct integration of a visually resolved star pair in the field
of the open cluster x Persei.

arcseconds on the detector field of view. We were also able
to estimate the ¥ magnitudes of the two stars from the
reconstructed autocorrelation. Based on the amplitude of
the central peak and the side lobes, the magnitudes of the
two stars are approximately 8.6 and 11.4, very similar to
the visual result of 8.6 and 11.5. The speckle analysis of
this object gave a position angle, separation, and relative
magnitude of the two stars in excellent agreement with the
more conventional 2D fitting technique. This test case was
chosen to verify the accuracy of the speckle astrometry and
photometry when there is a significant difference in the
brightness of the primary and companion. As shown in
Table 1, only ten events per frame were recorded for the
faint star. The power spectrum and a Wiener (optimal)
filtered reconstructed autocorrelation for this object are
shown in Fig. 11; observing parameters are shown in Table
1. Observational results are summarized in Table 2. We
used a Wiener-filtering scheme as a first attempt at recon-
structing autocorrelations of this object and the others de-
scribed below. Though this method can produce oscilla-
tions in the reconstructions, we felt that this was an
adequate technique for demonstrating the capabilities of
the system. In the future, we will investigate the use of
more sophisticated techniques.

We also observed two objects in the CHARA Second
Catalog of Interferometric Measurementis of Binary Stars,
HD 199839 and HD 202582. Relevant data for these ob-
jects are shown in Table 3. A speckle-autocorrelation anal-
ysis was performed on the data at a frame time of 10 ms for

TABLE |
Observing Parameters for a Visually Resolved Star Pair in y Persei

Parameter Bright Star Faint Star
Approx. V Magnitude 8.6 11.5
Secing Estimate 1.0° 1.07
- Count Rate 38kHz 0.2 kHz
Events Recorded 1.10 Mevent 0.05 Mevent
Photons/Frame 190 10
Filler Wavelength 5029 A 5029 A
Filier Width 397 A 97A




o . TABLE }
A Observing Parameters for Two Interferometric Binaries
Parameser HD 199839 HD 202582
V Magnitude 7.8 64
Spectnal Class Al GO
Secing Estimate 1.6 (Kt
Count Rate 8.7kH: IS kHz
Evenus Recorded 1.56 Mevent 2.15 Mevent
Photons/Frame 87 1400
Filier Wavelength 5029 A 5029 A
Filier Width 97A 397 A

Derived Separation 0.360 £ 0.041"  0.157 +0.031"
Derived Position Angle 3200%34° 271.0¢72°

Derived V Mag, Star | 8.0 6.5
Derived V Mag, Suar 2 93 81

1 .} 3 for HD 202582. These observational results are shown in
usir Tabile 3.
4. CONCLUSIONS AND FUTURE WORK
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-t We have built a new system for taking speckle data with

e ) the MAMA detector. This system can transfer data to a
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FiG. 11—(a) Power spectrum of a visually resolved star pair in the field

of y Persei obtained from 1.15 Mevent of MAMA speckle data; (b)
Wiener-filtered reconstructed autocorrelation obtained from (a).

HD 199839 and 40 ms for HD 202582. Figures 12 and 13
show the result of the analysis, which is a Wiener-filtered
reconstructed autocorrelation for each binary. Both bina-
ries were successfully resolved.

Based on the plate scale and pitch angle discussed
above, a separation of 0.360+0.041 arcsec and position
angle of 320.0+ 3.4 deg was derived for HD 199839, and
0.157+0.031 arcsec with a position angle of 271.0+7.2
deg for HD 202582. This is very close to the diffraction
limit of the I-m telescope which is 0.125 arcsec at 5029 A.
In Fig. 14, we have plotted these results along with the
earlier observations of each object given in the CHARA
catalog. ¥ magnitudes for the stars in each binary were
estimated from the amplitudes of the central peaks and the
side lobes of the reconstructed autocorrelation and we ob-
tained values of 8.0 and 9.3 for HD 199839 and 6.5 and 8.1

TABLE 2
Observational Results for the Visually Resolved Pair
Parameter Visual Resul: Speckle Result -
Separation 2.6510.22° 2.60 £ 0.22° -
Position Angle 319.2310.85° 319.42 £ 0.94° {b)
Cfm"‘,?;,’,’{,,‘,’ \:“ ,f'fag ,81'3 |3|‘ _64 FIG. 12—(a) Power spectrum of HD 199839 obtained from 1.56 Mevent

of MAMA specklie data; (b) Wiener-filiered reconstructed autocorrela-
tion obtained from (a).
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FiG. 13—(a) Power spectrum of HD 202582 obtained [rom 2.15 Mevent
of MAMA speckie data; (b) Wiener-filtered reconstructed autocorrels-
tion obtained from (a) shown at 2% magnification.

can dump data to tape at the rate of 24 kHz. Continuous
sections of data are dumped 1o tape every megabyte. We
have tested this system at the 1-m reflector at Lick Obser-
vatory and successfully resolved two catalogued interfero-
metric binary stars, one with a separation of 0.157 +0.031
arcsec. Since the diffraction limit of the telescope is ~0.125
arcsec, we have demonstrated that this system can recover
image features near the diffraction limit. The system also
recorded speckle data on a visually separated star pair
where the companions had approximate visual magnitude
of 8.6 and 11.5 and the speckle analysis of this object gave
a position angle, separation, and approximate V magni-
tudes very similar to the visual analysis. This result dem-
onstrates the accuracy of the speckle analysis of MAMA
data at low light levels.

We are currently working on an identical computer in-
terface to the one discussed here for the Macintosh, as well
as building the next generation of visible light MAMAs,
one of which will be a 1000 x 1000 (low-resolution) format
detector with a trialkali (red-sensitive) photocathode.
State-of-the-art charge amplifiers will be used to reduce the
noise threshold and thereby increase the detective quantum
efficiency of the MAMA systems. Once these advances are
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FiG. 14—Separation time histories for the two reconstructed binanies
from the CHARA second catalog and our 1991.7 results.

in place, this should provide for an excellent speckle-
interferometry system with no read noise, high quantum
efficiency, low dark current, and outstanding geometric fi-
delity.
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ABSTRACT

The Multi-Anode Microchannel Array (MAMA) is a microchanne! plate based photon counting detector with
applications in ground-based and space-based astronomy. The detector electronics decode the position of each photon event, and
the decoding algorithm that associales a given event with the appropriate pixe! is determined by the geometry of the anode array.
The standard MAMA detector has a spatial resolution set by the anode array of 25 microns, but the MCP pore resolution exceeds
this. The performance of a new algorithm that halves the pixel spacing and improves the pixel spatial resolution is described.
The new algorithm does not degrade the pulse-pair resolution of the detector and does not require any modifications to the
detector tube. Measurements of the detector’s response demonstrate that high resolution decoding yields a 60% enhancement in
spatial resolution. Measurements of the performance of the high resolution algorithm with a 14 micron MAMA detector are
also described. The parameters that control high resolution performance are discussed. Results of the application of high

resolution decoding to speckle interferometry are presented.
L _INTRODUCTION

The MAMA detector employs a photocathode for photon/electron conversion, a microchannel plate (MCP) for electron
multiplication and an anode array combined with charge amplifiers for event detection. Digital decoding electronics interpret the
charge amplifier outputs to determine the pixel position of an event. The block diagram of a MAMA detector is shown in

Figure 1.

The current generation of MAMA detectors employ arrays that consist of two sets of interleaved anodes in a repeating
series (see Figure 2). For historical reasons these are called *fine-fine” anode arrays. The first set of anodes consists of n anodes
(which repeats for n+2 cycles) and the second set consists of n+2 anodes (which repeats for n cycles), resulting in a total of
ns(n+2) pixels. The interleaving of the two sets of anodes is analogous to two waves of slightly different frequency bealing
against each other for one complete cycle. Another pair of anode sets (not shown in Figure 2) of m and m+2 anodes run
underneath and perpendicular to the first pair of anode sets, resulting in a total of m»{m+2) pixels in the perpendicular axis. A
pixel is defined as spanning from one anode’s center line to the next

The configuration of a fine-fine array requires a complex algorithm involving coincidence discrimination for decoding
the position of a given photon event. Coincidence discrimination is the process of taking two or more anodes that experience
electron pulses that are coincident in time and inferring the pixel location of the event in the anode array. While coincidence
discrimination requires a more complex position decoding algorithm than would be needed for a configuration of discrete anodes
(as opposed 10 the fine-fine-configuration), it requires far fewer anodes and therefore far fewer charge amplifiers.

The size of the electron cloud due to a single photon event varies depending on the MCP’s characteristics as well as bias
voltages applied to the photocathode, MCP and anode array. The electron cloud diameter is quantized by the total number of
anodes illuminated in a given axis, also referred 10 as the order of the fold. For example, a three-fold designates the situation in
which three contiguous anodes are struck by sufficient numbers of electrons to have voltages greater than some user-specified
threshold. A subsection of a scaled-down version of one axis of a fine-fine anode array (n=4) with one-, two-, three-, and four-
folds is shown in Figure 2. The electron cloud diameter must be sufficient to illuminate at least two anodes (a two-fold) in order
10 allow for the unique decoding of the position of the event. A saturated MCP pulse height distribution (PHD) is critical in
this application because it allows the effective elimination of ambiguous one-fold events when the proper bias voltage is set on
the anode array. Because of size variations in the electron cloud emanating from the MCP, the decoding algorithm must be
capable of coping with higher-order folds. As Figure 2 illustrates, every higher-ordered fold can be reduced to an equivalent two-
fold (that two-fold which occupies the same pixel as the higher-ordered fold). Notice that a three-fold (or any odd-fold) is
ambiguous because it spans two equivalent two-folds. A decoder’s function is to take an arbitrarily ordered fold and infer the
corresponding pixel position of the event. Since there is one decoder input for each anode, a single axis requires 2n+2 inputs.
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Figure 1. MAMA block diagram Figure 2. Fine-fine array single axis with mulu-folds

In a standard MAMA detector pixel size is equal to the spacing of the anodes, but the spatial resolution of the MCP is
generally greater than that of the anode array. This implies that the detector is capable of spatial resolution greater than that
achieved with the original fine-fine decoding scheme. It is possible 1o increase the resolution of the detector without changing
the detector itself, but only by altering the readout electronics. One technique for improving resolution is called even-odd
discrimination. This algorithm is incorporated into a new MAMA decoder as a user-selectable mode, which enabled testing of
this technique as described below. Even-odd discrimination differentiates between even-folds and odd-folds to generate a single
least significant bit (LSB), thereby halving the pixel spacing and doubling the number of pixels in each axis. Each pixel is
characterized by 1) its separation from its nearest neighbors and 2) a gaussian shaped pixel response function, which is
characterized by its width. In high resolution decoding, the pixel response width is determined primarily by the spatial
resolution of the MCP. The detector spatial resolution is equal to whichever is greater, the pixel spacing or the pixel response
width. In this case the pixel response width (which is the same as the MCP spatial resolution) is greater.

Even-odd discrimination can be performed in parallel with the standard decoding procedure with no loss of decoder speed
and requires the addition of minimal hardware to the standard decoding circuitry (although the memory size must be quadrupled).
Figure 3 illustrates normal resolution (top) versus high resolution achieved with even-odd discrimination (bottom). Standard
pixels are twice the size of high resolution pixels, and span from the center of one anode (o the next. By contrast, the even-fold
pixels are centered between the anodes and the odd-fold pixels are centered on the anodes themselves, thereby resolving the
ambiguous nature of odd-folds in normal resolution decoding. Figure 4 illustrates how each standard pixel is converted into four
high resolution pixels in a two dimensional array. There are two possibilities: if odd-folds are always binned in the left hand
standard-size pixel (the "throw left” option), then odd-fold pixels have an LSB of one and even-fold pixels have an LSB of zero.
Conversely, if odd-folds are always binned in the right hand standard-size pixel (the “throw right™ option), then odd-fold pixels
have an LSB of zero and even-fold pixels have an LSB of one.

21 Experimental Procedure

The first imaging tests of high resolution decoding were performed with the experimental setup shown in Figure 5. The detector
employed was an ultraviolet 25 micron 360x1024 pixel system with an opaque Csl photocathode. This detector has a
microchannel plate with 12 micron diameter pores packed together as tightly as possible in a hexagonal lattice with 15 micron
center-to-center spacing between the pores. There are 3.24 pores per low resolution pixel and 0.81 pores per high resolution
pixel. The optical system employed an ultraviolet mercury pen ray lamp whose light was diffused by a diffusing lens placed
close proximity to the lamp. Neutral density filters were employed to decrease and control the photon flux, and the diminished
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Figure 5. Optical arrangement for USAF test target imaging experiments.

photon flux illuminated an aluminized USAF test target. The light transmitted through the transparent portions of the USAF
test target was collimated and focused by a UV collimating lens, which projected the focused target image onto the focal planc of
the MAMA detector. Images were taken with the USAF test target in both low and high resolution mode. The images were
then divided on a pixel-by-pixel basis by flat field exposures 10 normalize the pixel response. The low and high resolution
images were taken under identical conditions.

It is important o note that there are two factors that complicate attempts 10 determine the upper limit 1o the resolution
achieved with even-odd discrimination. Firstly, there is sampling error, which occurs whenever the edge of & feature in the
image does not coincide with a pixel boundary. Secondly, all of the results shown here include the effects of aberrations in the
input image caused by imperfections in the imaging optics. These aberrations tend to blur the smallest features in the image.
Therefore the results shown here should be considered a lower limit 10 the performance of high resolution decoding.

The USAF test target images shown in Figure 6 were taken with the photocathode voltage set at -2500 V and the MCP
set at -2200V. In this case the demagnification factor of the optical system was -2.78. The low resolution exposure




' LOW RESOLUTION (2X MAGNIFICATION) HIGH RESOLUTION

Figure 6. Normal resolution 25 micron MAMA image (2X magnification) of a portion of an USAF test target vs. high
resolution image of the same target The collimating lens aperture stop was set at f22 for the test target image.

consists of a 450 second f22 integration divided by a 6300 second flat field without the collimating lens. The high resolution
exposure consists of a 1800 second 22 integration divided by a 25200 second flat field without the collimating lens.

Elements 2 through 6 of group 2 are clearly visible on the left side of both images, but the high resolution image
obviously displays greater clarity. In addition, the low resolution image of elements 2 through 6 of group 3 are not resolved,
whereas the high resolution image resolves individual bars down to group 3, element 6 for both horizontal and vertical elements.
The digits in the high resolution image are again obviously clearer. And while neither image resolves the individual bars in the
elements of group 4, high resolution is able to resolve each block of three horizontal bars from the adjacent block of three
vertical bars. The images were recorded with a 16 bit depth, but they are displayed in Figure 6 in 8 bit mode. Therefore the
brightest areas of the images, such as the inner portions of the largest rectangles, experience *roll-over” in the displayed image
in Figure 6.

The quality of the USAF test target images can be displayed graphically by measuring the modulation of the image, i.c. the
contrast between dark and light sections of the image as a function of the feature size. The desired data can be obtained by taking
a swath of columns as wide as the smallest element (i.¢. the smallest trio of bars) in the horizontal elements for a given group,
usually the trio of bars that comprise element 6. The columns can then be added together and the data can be displayed as a
modulation trace through the rows of pixels. Just such modulation traces are illustrated in Figure 7, which shows low
resolution and high resolution traces through group 2 horizontal elements in the first graph and through group 3 horizontal
elements in the second graph. In the case of the low resolution group 2 and group 3 elements, the swaths are six columns wide
and three columns wide respectively. In the case of the high resolution group 2 and group 3 elements, the swaths are twelve
columns wide and six columns wide respectively. A wider swath of columns generally leads t0 a greater signal-lo-noise ratio in
the data.

Each individua! bar of the group 2 clements is clearly visible in the first graph of Figure 7 for both high and low
resolution, although the peak-to-valley ratio is obviously greater in the high resolution data. The second graph of Figure 7
again demonstrates the superior resolving power of the even-odd discrimination high resolution algorithm. Low resolution is
only able to resolve the vertical element 1 of group 3 whereas high resolution resolves down to element 6. The low resolution
f8 and 22 images were both limited by the resolution of the pixel size. However, the smaller high resolution pixels made the
input image quality the limiting factor to detectable resolution in the image. The high resolution trace in Figure 7 sull
demonstrates excellent modulation for element 6 of group 3. It is possible that a superior optical system could produce even
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Figure 7. High and low resolution modulation traces through the Group 2 and Group 3 vertical elements shown in the USAF
test targets from Figure 6. Feature size is shown in microns. Resolution of individual elements in units of line-pairs/mm isas
follows: group 2 clement 2: 11,94, element 3: 13.41, element 4: 15.06, element 5: 16.89, and element 6: 18.97 line-pairs/mm.
Group 3 elements: element 1: 21.28, element 2: 23.89, element 3: 26.87, element 4: 30.06, clement 5: 33.78, and clement 6:

38.04 line-pairs/mm.




better results. Spatial sampling error and multi-fold displacement are the most likely causes of the difference between the high
resolution group 3 vertical elements 5 and 6 and group 3 horizontal elements 5 and 6.

23 Modulation T fer Functi

The modulation between dark and light that a detector can recover from an input scene is primarily controlled by three factors.
The first factor is the quality of the input image, which depends on the quality of the optical arrangement. The second is the
resolution of the detector’s pixels. And the third factor is the amount of spatial sampling error, i.e. the error incurred when the
edge of a feature in the scene is not aligned with the edge of pixel. Spatial sampling error converts what, might be sharp
transitions between black and white into shades of gray.

The modulation is often measured by the modulation transfer function (MTF), which is a function of the peaks, valleys
and average background in the modulation traces in Figure 7. The MTF is defined by the equation:

PEAX - VALLEY 1
PEAK o VALLEY - (2 x BACKGROUND)

MTF »

The value of the MTF varies between zero and one, with higher values being most desirable. Figure 5-6 displays the average
modulation transfer functions as a function of feature size for the low resolution group 2 and the high resolution group 3
horizontal elements. In both cases, the group with the smallest resolvable elements was used for computing the MTF in order
1o insure that the pixel size was the dominant factor. The trace through each element consists of three peaks and two valleys.
The "PEAK" in equation 1 is defined as the average of the three peaks and the "VALLEY™ in equation 1 is defined as the average
of the two valleys. The "BACKGROUND" is defined as the valley between the element in question and the adjacent element.
The triangles and squares in Figure 8 are the acwal average MTFs for the low and high resolution images of Figure 6. The
straight lines are linear least squares fits to the MTF data. The average difference between the low resolution and high resolution
MTF least squares fits shows that high resolution has a 60% resolution enhancement over low resolution (i.e., a factor of 1.6).

2.4 14 Micron MAMA Detector Results
Similar tests to those described in the previous section were performed with a visible 14 micron MAMA detector. This
detector has a bialkalai photocathode and a microchannel plate with 8 micron diameter pores packed together as tightly as

possible in a hexagonal lattice with 10 micron center-to-center spacing between the pores. The anode array consists of 224x960
pixels with 14 micron spacing between the anodes. On average there are 2.27 pores for each pixel; therefore the spatial
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Figure 8. High and low resolution average modulation transfer functions. The high resolution MTF for the vertical group 3
clements is on the left and the low resolution MTF for the vertical group 2 elements is on the right. The straight lines are least
squares fits 1o the MTF data.




resolution oft.heMCPisgreawrthanmalofmemodemy.bulnotby:sgruxamarginasislhccncford\CZS micron
MAMA detector previously described. In this case there are only 0.57 pores for each high resolution pixel. Thus the potennal
improvement of high resolution decoding is less with the 14 micron MAMA detector.

The USAF test target imaging experiment was repeated with the 14 micron MAMA detector. The differences between
the 14 micron MAMA detector low resolution and high resolution images are not quite so obvious as was the case with the 25
micron MAMA detector. This is demonstrated more clearly in the group 3 low resolution versus high resolution modulation
trace shown in Figure 9. The low resolution image resolves down to group 3, element 4 whereas the high resolution image
resolves down to group 3 element 6. The high resolution trace clearly has superior resolution and high resolution modulation
transfer functions in Figure 10 graphically show the resolution gain. The average difference between the MTF least squares fits
reveals the resolution gain to be about 14% (i.c. a facior of 1.14).

It is somewhat surprising that high resolution decoding could result in any resolution enhancement for the 14 micron
MAMA detector. Firstly, there are only 2.27 MCP pores for each low resolution pixel, which strictly limits the possible
resolution gain. Secondly, the pixel size so small that any blur in the optical input image could dominate the results. And
thirdly, the multi-fold distribution (MFD) is strongly skewed towards even-folds in the horizontal axis. The vertical axis has an
even-fold to odd-fold ratio of 60% 10 40%, but the horizontal axis has an even-fold to odd-fold ratio of 81% to 19%. Despite
this circumstance, the vertical axis and the horizontal axis seem 0 have equal resolution. This result indicates that the high
resolution decoding algorithm is robust in its ability to work over a range of conditions.

25 ¥ optrolling High Resolut

Aside from external factors such as input image quality and spatial sampling error, the most critical factor in high
resolution decoding performance is the resolution of the microchannel plate. This is true for any MAMA detector whose MCP
pore resolution is less than twice that of its anode resolution, i.e. when the pores under sample the high resolution pixels.
Under these circumstances, the MCP pore resolution is the limiting factor, and other parameters have only second arder effects.

Most second order parameters affect the high resolution performance indirectly by modulating the multi-fold
distribution. The multi-fold distribution for a single pore cannot be measured directly, but it determines which high resolution
pixels the pore contributes counts 1. A single pore can contribute counts to more than one pixel, and this in itself is a source
of blurring in the image. In an ideal MAMA detector, each high resolution pixel would have at least one MCP pore delivering
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Figure 9. 14 micron high and low resolution modulation traces through the Group 3 vertical elements shown in the USAF
test targets from Figure S-13. Feature size is shown in microns. Resolution of individual elements in units of line-pairs/mm is
as follows: group 3 clement 1: 21.28, element 2: 23.89, element 3: 26.87, element 4: 30.06, clement S: 33.78, and element 6

38.04 linc-pairs/mm.
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Figure 10. High and low resolution modulation transfer functions for the 14 micron MAMA detector. The high resolution
MTTF for the horizontal group 3 elements is on the left and the low resolution MTF for the horizontal group 3 elements is on
the right. The straight lines are least squares fits to the MTF data.

counts 10 it alone. The higher the resolution of the MCP pores, the closer the detector comes to this ideal situation in which
the achieved resolution is insensitive to the MFD and high resolution decoding actually doubles the resolution of the detector.

The MFD is controlled by several paramelers. Increasing microchannel! plate gain tends to increase the mean of the
multi-fold distribution. In this context, increasing the mean of the MFD means changing the MFD so that it is weighted
towards higher order multi-folds. The local MCP gain may vary, resulting in local variations in the MFD. Similarly the mean
of the MFD increases with decreasing anode bias voltage or decreasing charge amplifier threshold.

The phenomenon in which a single MCP channel contributes counts to one high resolution pixel most of the time but
then occasionally contributes counts to an adjacent pixel because the size of the multi-fold changes is called mulii-fold
displacement. The MFD for a given pore determines how frequently multi-fold displacement occurs. The position of the pore
with respect to the anodes combines with the size of the output electron cloud to determine whether an even-fold or an odd-fold is
produced. For example, a pore may produce predominantly three-fold events, thereby contributing counts 1o an odd-fold pixel.
However, if the electron cloud size shrinks or grows, the pore will produce a two-fold or a four-fold, either of which would
contribute a count to an adjacent even-fold pixel. Every time this happens, a slight amount of blur is introduced to the
integrated image.

In an effort w0 explore the effect of varying the multi-fold distribution on high resolution image quality, imaging tests
were performed while varying parameters of MCP voltage and charge amplifier threshold. Figure 11 illustrates the MFDs
generated by the 25 micron 360x1024 pixel UV MAMA detector for MCP voltages of 2150 volts (high gain) and 2000 volts
(low gain) while imaging the USAF test target. Both images were integrated with a charge amplifier threshold of 0.207 volts.
The multi-fold distribution for 2150 volts is clearly biased towards higher ordered folds, peaking between three-folds and four-
folds in the vertical axis. The MFD for 2000 volts peaks at two-folds in the vertical axis. At 2000 volts, the ratio of even-folds
10 odd-folds is 1.7 in the vertical axis, and at 2150 volts the ratio of even-folds to odd-folds is 1.06 in the vertical axis.

Despite the more optimal MFD at the higher voltage, the performance of high resolution as measured by the
modulation transfer function was nearly the same for both MCP voltages. Modulation traces and the resulting modulation
transfer functions were computed for the horizontal group 3 elements at both voltages, as shown in Figure 12. The modulation
traces were performed in the vertical axis. Note that in the vertical axis, the high gain and low gain images have twin peaks of
three- and four-folds and two- and three-folds respectively. The least squares linear fits for the two MTF functions are nearly
equal, indicating that the high resolution performance is relatively insensitive to MCP gain in this operational regime.




Another set of USAF test target images were made with the same MAMA detector holding the MCP voltage constant
and varying the charge amplifier threshold voltage. Images were integrated at three values of the threshold: 0.207 volis (regular
threshold), 0.283 volts (midway threshold), and 0.322 volts (high threshold). The multi-fold distributions for these threshold
cases are shown in Figure 13. The vertical axis MFD for the middle threshold of 0.283 volts is strongly peaked at three-folds,
whereas the regular threshold and high threshold images have twin peaks of three- and four-folds and two- and three-folds
respectively. The midway threshold MFD is narrower than either the regular threshold or the high threshold MFDs, therefore it
is less likely 1o encounter multi-fold displacement. The result (illustrated in Figure 14) is that the least squares fits for the
regular and high resolution MTFs are nearly equal, but the least squares fit 1o the midway threshold MTF indicates 6% beuer
resolution than the regular threshold or the high threshold images. The performance of high resolution has some sensitivity 10
the multi-fold distribution in this operational regime, but the dominant factor in determining high resolution performance is still

the resolution of the pore spacing in the microchannel plate.
WX AXIS MULTI.FOLD DISTRIBUTION

8000 ¢
E O WX s
7000F [ WX Mfelds
E B WX ks
00000_— O WX Stfelds
s Bl WX 6felds

Gsooof

" L

& 4000}

[ il b

gsooo:. \

8 : \ -~
2000{- \ %
1000F \

BN
2000.0

MCP VOLTAGE
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charge amplifier threshold was 0.207 volts.
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Figure 12. High resolution average modulation transfer functions for high MCP gain and low MCP gain. The MTF was
computed from a high resolution modulation trace through the USAF test target horizontal group 3 elements. The straight lines
are least squares fits to the MTF data. The least squares fits are nearly equal. The collimating lens apenure stop was at {22 and
the demagnification factor was -2.78.
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Figure 14. High resolution average modulation transfer functions for three different charge amplifier thresholds. The MTF
was computed from a high resolution modulation trace through the USAF tast target horizontal group 3 clements. The straight
lines are least squares fits to the MTF data. The least squares fits are nearly equal for the regular threshold and the high
threshold, but the midway threshold has 6% better resolution. The collimating lens aperture stop was set at {22 and the
demagnification facior was -2.44. The photocathode and the MCP were set to 2450 and 2150 volts, respectively.
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Low resolution decoding is relatively insensitive to the multi-fold distribution, whereas high resolution is more
sensitive 1o temporal variations in the MFD, since such variations will alternately increase or decrease the number of events in
even-fold or odd-fold pixels. This can become a problem in the flat fielding process. If the original image and the flat field used
1o normalize the pixel response have significantly different MFDs, then the normalization will be imperfect, resulting in noise
in the flat fielded image. The high resolution mode is therefore achicved at the expense of an increased sensitivity to the MFD.
Both low resolution and high resolution have less temporal stability if the microchannel plate pulse height distribution (PHD) is
not saturated or if the charge amplifier threshold is not located in the valley to the left of the PHD modal gain peak.




In order 10 test detector temporal stability, several high resolution flat ficld exposures were taken with the 360x1024
pixel UV MAMA detector. The flat field exposures were integrated long enough to average 10,000 counts per pixel in order o
achieve 1% statistical noise. Given that in high resolution mode there are 1,474,560 pixels (720x2048), approximately 1.5 x
1010 photons were integrated in each exposure. Low resolution flat fields were constructed from the high resolution exposures
by ignoring the least significant bit of the high resolution pixel addresses.

The first sets of flat field integrations were performed with a photocathode voltage of 2400 volts and an MCP voliage
of 2100 volts. The initial flat field exposures were divided by subscquent flat field integrations in order to test the temporal
stability of the detector response. The resulting histograms are shown for both low and high resolution in Figure 15. The
narrow peak in both histograms indicates that both low and high resolution have good temporal stability. A second set of flat
field integrations were performed with a photocathode voltage of 2450 volis and an MCP voltage of 2150 volis. These flat
fields provided almost identical results, indicating that high resolution and low resolution decoding both provide temporal
stability over a range of operational conditions. In theory, due 1o its greater sensitivity to MFD variations, high resolution
decoding might have lower temporal stability than low resolution. In practice, the MFD can be kept sufficiently constant ©
negate any such effects. The conclusion of these results is that both high and low resolution decoding of MAMA detectors
provide temporal stability of detector response when the detector’s operating conditions and voltages are held constant.
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Figure 15. Histograms of low and high resolution ratios of two flat field integration. The photocathode and MCP voltages
were 2400 and 2100, respectively. Both low and high resolution show good temporal stability.

3, _SPECKLE INTERFEROMETRY WITH THE HIGH RESOLUTION ALGORITHM

A1 The Method

In conventional ground-based visibie light astronomy, the resolution of images is limited by the presence of wrbulence
in the air above the telescope aperture that blurs the image of a point source out into a patch of light roughly 1-2 arcsec at full
width half maximum (FWHM). This point spread function, known as the "seeing disk,” is some 50 times broader than the

diffraction limit of the largest optical telescopes.

fn speckle interferometry, it is possible to recover diffraction-limited resolution. If there were no atmospheric
turbulence, light from an astrophysical point source would arrive at the lelescope as a plane wave, and therefore have uniform
phase and magnitude across the Lelescope aperture. It is well-known from optics that the point spread function is given by the
modulus squared of the Fourier transform of the aperture function. Therefore, in the absence of turbulence, the uniform aperture
function gives rise to an Airy patiern as the point spread function. In the real case of ground based observing, the turbulence in
the telescope aperture disturbs the uniform phase of the aperture function. The effect of this is to produce an instantaneous point
spread function that fills the area of the seeing disk but has a fine structure of bright regions which have a characteristic width
similar to the diffraction-limited point spread function of the telescope. Such an instantaneous point spread function is known
as a speckle pattern. Speckle patterns evolve on a typical time scale of 10ms, so that on an integration of significantly longer
than this, the speckle nature of the image washes out and only the overall shape of the seeing disk remains. Because the
individual speckles in a speckle pattern are the same size as the diffraction-limited point spread function, speckle patterns contain




high resolution information about astrophysical objects. One can hope to recover this information if the detector at the image
plane can read out images at the rate of the time evolution of the speckles. The MAMA deiector is capable of ime-tagging

photon events 10 a resolution of 400ns, so it is a good detector for this application.

Consider taking time-tagged data of a binary star. In a speckle experiment, photons can be binned into short
integrations called "frames” where the integration time is short enough that the instantaneous point spread function does not
change very much over the integration. If the object of interest is a binary star, frame images will exhibit specklie pairs at the
vector scparation of the companions, as illustrated in Figure 16. These speckle doublets will occur at various places on the
image plane but may be collected together by considering the autocorrelation function of a frame, which is equivalent to the
histogram of the distance vectors between photon pairs. Each frame image /{x) may be described as a convolution of the true
object intensity distribution O(x) with the frame point spread function S(x):

I(x)=§(x)*O(x). @

where "+" denotes convolution. In the Fourier domain, a convolution becomes an ordinary product so that

i) = §(u)- o), &)

where "A" denotes Fourier transform and the spatial frequency variable conjugate 10 x is u. Taking the modulus squared of this
and averaging over many frames, we obtain the result that the average image power spectrum is the product of the average point
spread function power spectrum and the true object power spectrum:

. A 2\ |2 2
(ff)= 5 ) oo
where ( ) denotes the average over many frames. If a speckle experiment is performed on the binary star, <V(u)r> can be
obtained by Fourier transforming the average autocorrelation of many frames of data. The same process performed on a point

- 2
source yields <|S (u)l ) The true binary power spectrum can then be obtained by division, where such a division is valid in the

PO
region where <|S (u){ > is non-zero. In fact the average point spread function power spectrum is non-zero out to the diffraction

limit of the telescope and the method works not only for binary stars but also for general objects (Labeyrie, 1970). The true
object autocorrelation is obtained by Fourier inversion. In the case of a binary system, reconstructing the object autocorrelation
is sufficient to retrieve the separation, position angle (up to a 180° ambiguity), and the relative magnitudes of the two
companions. In practice, after forming the reconstructed power spectrum by division, the result is masked by a low pass filter
before Fourier inverting to obtain a result uncontaminated by high frequency noise.

.\\’i -

Figure 16. a) A binary star object function O(x), b) illustration of a speckle pattern for a binary star where speckle doublets
occur at the binary scparation, c) the autocorrelation function of (a).




On May 22, 1992, the authors observed two binary stars and two point sources with the Lick Observatory 1-m reflector
and a visible light MAMA detector operating in time tag mode. Data was recorded on each object using both the high resolution
decoding algorithm and the old (low resolution) algorithm. The secing estimate for these observations was about 1°.5. We
binned the data into 15ms frames and carried out the autocorrelation analysis described in the previous section.

Three separate autocorrelation reconstructions were completed for each binary. The first is based on the low resolution
data, the second is also based on the low resolution data, but the reconstructed power spectrum was placed inside an array that
was double the size of the low resolution arrays in both dimensions before Fourier inverting. Thus, it is the same data as the
low resolution case, but oversampled by a factor of two in order to have the same pixel size in image space as the high
resolution data. The third reconstruction is based on the high resolution data. In all cases, the same low pass filter was used 0
eliminate high frequency noisc before Fourier inverting. The resulting autocorrelation reconstructions are shown in Figure 17.

HD 118889 HD 127726

8

b)

0

-— 448u=2.25" —9 - 448u=2.25" —»

Figure 17. Low and high resolution autocorrelation reconstructions for the interferometric binary stars HD 118889 and HD
127726. a) Low resolution, b) Low resolution oversampled, and c) high resolution. The low resolution autocorrelations are
32x32 pixels, the high resolution oversampled low resolution results are 64x64 pixels.




} TABLE |
Observational Parameters of Two Binaries Derived from Low and High Resolution Data

HD 118889 HD 127726
Parameter Low Res. High Res. Low Res. High Res.
Position Angle 286.3£9.1° 283.8+3.9° 144 248.0° 154.7£3.8°
Separation 0".2240°.04 0°.26£0°.02 0".251+0".04 0".2740°.02
Mag. Diff. 0.9 0.9 1.5 1.2

Notes: Error bars are derived from the assumption that the positions of the auto-correlation side peaks are known to $0.5
pixels. Low resolution results are based on the autocorrelations shown in Figure 17a, high resolution results are based on

Figure 17¢.

These results clearly show that the high resolution algorithm is usable for speckle interferometry, since both binaries are
resolved with high resolution data, and that the autocorrelation reconstructions in these two cases are at least as good as the low
resolution data. Table 1 compares the values obtained for position angle, separation, and relative magnitudes of the two stars for
the high and low resolution cases. They are in good agreement.

One other speckle study was performed using high resolution data. We took speckle data of a point source, HD
125019, in high and low resolution modes, and formed the power spectrum for each for a frame integration time of 15ms.
Figure 18a shows the radially averaged power spectrum for both cases where it is evident that the high resolution power is
higher in the region >2 cycles/arcsec. This is what would be expected if the pixel response function of high resolution data is
narrower than that of low resolution data, since the power spectrum of the average pixel response function is incorporated into
the overall point source power spectrum. Of course, power in this region is affected by the seeing conditions; in fact, the high
frequency power goes as the inverse square of the seeing width. However, the seeing conditions in the low and high resolution
data can be seen 1o be very similar by looking at the low frequency part of Figure 182 While it is impossible to insure that all
observing conditions were identical in both cases, this lends some evidence to the notion that the low resolution pixel response
function is wider that for high resolution and that it is possible to obtain higher spatial resolution with the new algorithm.
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Figure 18. a) Radially averaged power spectra for the point source HD 125019 taken in low and high resolution modes. b)
Radially averaged power ratio for the low frequency region of the power spectra.

4. SUMMARY

A new algorithm for decoding the output of MAMA detectors has been shown to enhance the detector spatial resolution
by at least 60%. The exact degree of resolution depends primarily on the spatial resolution of the microchannel plate. The high
resolution decoding algorithm shows excelient temporal stability and is relatively insensitive to variations in detector operating
parameters. In preliminary tests at Lick Observatory, high resolution decoding appears to produce speckle interferometry results
that are at least as good as the results obtained with low resolution decoding.
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Microchannel plate modal gain variations with temperature

David C. Slater and J. Gethyn Timothy

Center for Space Science and Astrophysics. Stanford University. ERL 3158. Stanford,

California 94303-4055

(Received 26 September 1991; accepted for publication 25 September 1992)

Measurements of the modal gain of two high-gain curved-channel microchannel plates (MCPs)
at various operating temperatures are presented. Both MCPs were fabricated from Galileo
Electro-Optics Corporation Long Life™ glass with 12-um diam channels on 15-m centers. The
modal gain was found to decrease with increasing temperature at a rate of —0.1% (*C)~".
This reduction of gain with temperature is attributed primarily to an axial temperature gradient
along each MCP channel creating a nonuniform electric field within the channe! that lowers the
effective output gain. A lowering of the secondary electron yield resulting from increased
phonon scattering of secondary electrons released within the walls of the MCP channels was
also assessed, but was found to have a negligible contribution to the drop in gain with

temperature.

I. INTRODUCTION

The microchannel plate (MCP) is a thin (~0.5-1
mm) semiconducting glass plate composed of 10°-10
small hollow channels each acting as an electron multi-
plier. The many closely spaced channels within the active
area of the MCP allow it to be used in applications requir-
ing high spatial resolution imaging and the bare MCP is
routinely used as an image intensifier for the detection of
UV and soft x-ray photons, electrons, and positive ions.’
The MCP is the basic component of position sensitive de-
tector systems that utilize one of a vanety of position-
encoding readout techniques, such as the resistive anode,’
wedge-and-strip anode,’ and the multianode microchannel
array (MAMA)* systems.

The MCP, operating in a high-vacuum environment,
acts as a continuous-dynode electron multiplier. When an
incident photon or charged particle enters a channel and
strikes the channel wall, one or more electrons are released
which are drawn further down into the channel by the
applied electric field across the MCP. These electrons even-
tually strike the channel wall and again cause the release of
a number of electrons, the average of which is given by the
value of the secondary electron yield. Provided the second-
ary electron yield is greater than one, a cascade of second-
ary electrons develops inside the channel. The number of
electrons that exit the channel is referred to as the gain
with units commonly expressed in terms of electrons per
output pulse (electrons pulse™'). Because of the random
nature of the electron collisions inside a channel, the gain
of each output electron cloud is randomly distributed. The
statistical distribution of the gain is called the pulse-height
distribution (PHD), known to take on various shapes de-
pending primarily on the geometry of the channels and the
magnitude of the applied MCP voltage. The MCPs oper-
ating under high-gain, space-charge saturated conditions,
display quasi-Gaussian shaped PHDs.' Figure 1 shows the
PHD of a curved-channel MCP with 12-um diam channels
and an L/D (channel length-to-diameter) ratio of 120:1
operating with an applied MCP voltage of 2000 V. The
gain at the peak of the distribution is referred to as the
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moda! gain, and the ratio of the full-width-at-half-
maximum (FWHM) of the distribution to the modal gain
is called the PHD resolution.

il. MODAL GAIN VERSUS TEMPERATURE
MEASUREMENTS

Modal gain measurements of two high-gain curved-
channel MCPs were made with the MCPs operating at
various temperatures. Both MCPs employed 12-um diam
channels on 15-um centers, and were fabricated by Galileo
Eiectro-Optics Corporation (GEOC) using their Long-
Life™ glass composition. The first MCP, designated MCP
#1, had a rectangular active area of 327 mm? an L/D
ratio of 125:1, and a plate resistance of 38.3 MQ at 20°C.
The second MCP, designated MCP #2, had a rectangular
active area of 203 mm?, an L/ D ratio of 146:1, and a plate
resistance of 13.3 MQ2 at 20°C.

Both MCPs were operated under high vacuum
(<1077 Torr) in a demountable MAMA vacuum tube
assembly with a linear (13X 100)-pixel discrete-anode array
used to detect the output pulses.’ Figure 2 is a schematic
showing how the MCP was mounted and biased within the
MAMA tube assembly. The MCP was mounted above the
{(1X 100)-pixel anode array using three raised ground pads
that provided a 100-um gap between the MCP output and
the array. A negative high voltage was applied to the input
side of the MCP, with the output at ground potential. The
anode array was biased positively ( ~ 100 V) to attract the
electron pulses from the MCP. Above the input surface of
the MCP was an aperture plate that was biased more neg-
ative than the MCP input which provided enhanced detec-
tion efficiency by repelling those electrons that were pho-
togenerated in the interchannel regions of the MCP back
down into the MCP channels. Direct current high-voltage
power supplies with a voltage stability of 0.005% (load
regulation) were used to bias the MCP and the aperture
plate in the MAMA tube assembly. A UV grade sapphire
window was used at the front end of the MAMA tube to
allow UV photons at a wavelength of 2537 A from a mer-
cury “penray” lamp to stimulate the MCP during these
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FIG. 1. Measured pulse-height distribution (PHD) of a curved-channel
MCP operaung in the space-charge saturated regime. Both the modal
gain and the FWHM of the PHD are shown.

tests. The output pulses from the MCP were amplified and
sent to a calibrated multichannel analyzer used to display
and record the PHDs.

The PHDs of MCP #1 and MCP #2 were measured
and recorded at various operational MCP temperatures
with 2537 A photons. Prior resistance measurements of
each MCP as a function of temperature, taken while bak-
ing each plate under vacuum in a temperature-controlled
oven, provided a means to monitor the MCP's operational
temperature. This was accomplished by recording the strip
current through the MCP, converting the strip current to
resistance, then converting the resistance value to temper-
ature using the MCP resistance/temperature curves.

Microchannel plate 3 | was operated with an applied
MCP potential of 2200 V at three different temperatures—
the normal operating temperature of 88 °C, and at 24°C
below and 64 °C above the normal operating temperature.
The lower temperature was attained by passing nitrogen
gas, adiabatically cooled by the Joule-Thomson effect,
across the outside of the MAMA tube assembly. The
higher temperature was attained by wrapping heater tape
around the outside of the MAMA tube assembly creating a
mini-oven. Thermocouples attached to the MAMA tube
body were also monitored so that the measurements were
made only after both thermocouples and MCP strip cur-
rent had stabilized.

A different approach was used to attain the tempera-
ture vaniation for MCP #2. Microchannel plate #2 was

Aperare
Pare
MO’W
Amy tmﬂ: Bus MCP High- Aperture Plae
Voluage Volage DC High-Voluge
Power Power Power
Supply Supply Supply

FIG. 2. Schematic showing the biasing arrangement of the aperture plate,
MCP, and anode array inside the MAMA (1 x 100)-pixel tube assembly.
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FIG. 3. The measured values of the modal gain ratioed to the normal
operational value at AT =0°C as a function of the change in the opera-
tional temperature, AT, of MCP #1 (circles), and #2 (triangles). The
least-squares linear fit of the data is shown for both sets of data points.
The error bars represent a =2 channel resolution error in the determi-
nation of the modal gain with the multichannel analyzer.

operated with an applied MCP voltage of 2000 V. Because
of the low resistance of MCP, the strip current through the
plate at this voltage ranged from ~ 250 A up to ~ 500 uA
over a 10-min period from turn-on. This rise in strip cur-
rent was due to the joule heating of the MCP.* The PHDs
were recorded at specific intervals during warm-up of the
MCP.

Figure 3 shows the measured values of the modal gain
ratioed to the modal gain at the normal operating temper-
ature. These data are plotted against the temperature dif-
ference from the normal operational value for both MCPs.
The normal operating temperatures were 88 °C and 160 °C
for MCP #1 and #2, respectively. The measured modal
gain at these normal temperatures were 1.55X10° elec-
trons pulse™' for MCP #1, and 2.51x10° electrons
pulse™' for MCP #2. As is evident in Fig. 3, the modal
gain was found to drop with increasing temperature at a
rate of —0.12+0.01% (°C)~' for MCP #1 and —0.11
£0.02% (°C)~' for MCP #2. The dashed lines in the
figure are least-square linear fits to each data set.

1ll. DISCUSSION

The negative correlation of gain with temperature is
postulated to be the result of two possible mechanisms: (i)
the presence of an axial temperature gradient within each
MCP channel which reduces the electric field within the
MCP channels; and (ii) a negative temperature depen-
dence of the secondary yield of the MCP glass.

A. Axial temperature gradient

Soul” was first to point out the existence of an axial
temperature gradient within each MCP channel resulting
from the dissipation of heat generated within the MCP
during operation. Assuming that the heat is uniformly gen-
erated within the disklike volume of the MCP, and that the
primary dissipation of the heat within the MCP is by con-
duction through the channel walls to both the input and
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output surfaces of the MCP, the maximum temperature
difference between the center of the MCP and the surface is

given by
el
BkinRucpd(1—79) "

where T, is the temperature at the plate center; T, is the
temperature at the plate surface; L is the plate thickness;
Vyce is the applied MCP voltage; k), is the thermal con-
ductivity of the channel walls; 4 is the plate active area;
Rycp 1s the plate resistance; and 7 is the open-area-ratio of
the plate.” The actual temperature difference is probably
somewhat less than that given by Eq. (1) since some of the
energy is radiated away from the channel walls within the
MCP. Of course, once the energy reaches the plate’s sur-
face, the energy is primanly dissipated by radiation since
the only physical contact of the plate is at its edges, away
from the active area where most of the heat is being gen-
erated.

Because the resistivity of the MCP glass is a
temperature-dependent quantity, an axial temperature gra-
dient along the channel axis causes a variation of the re-
sistivity along the channel, which in turn leads to a non-
uniform electric field between the input and output of the
MCP. Feller® was first to point out that such a nonuniform
axial field would cause a lowering of the output gain. The
rate at which the output gain drops with temperature de-
pends on the magnitude of the temperature difference
within the channel, given by Eq. (1). The only quantity in
Eq. (1) that is not known precisely, and has not been
directly measured for both MCP #1 and #2, is k. Val-
ues of k,; quoted for unreduced lead-silicate glass range
between 0.004 and 0.008 W cm™' (°C)~ """ However,
independent measurements of MCP temperature as a func-
tion of applied MCP voltage were conducted on both MCP
#1 and #2 which indirectly allowed a determination of
kg, for both plates. For MCP #1, the value obtained for
ky, was 0.008 W cm™' (°C) ~', which is within the range
quoted for unreduced lead-silicate glass. For MCP #2 the
value for k,, was found to be ~4 times greater at 0.031 W
cm~! (°C) "' The higher value may be a consequence of
the higher lead dopant levels used to achieve the much
lower plate resistivity compared with MCP # 1. With these
values for k,, the predicted temperature differences based
upon Eq. (1) for MCP #1 and #2 are, respectively,
0.44 °C and 0.92 °C. The relative closeness in magnitude
between these two temperature differences for both of these
plates may explain why the rate in gain drop with temper-
ature was experimentally found to be so similar.

To understand in a more quantitative manner how the
gain is affected by the axial temperature gradient, we put
together a model to simulate the effects on the output gain
in the presence of a nonuniform electric field along the
channel axis. To keep the model simple we assumed the
MCP to be a circular disk of radius ry, with a constant
(independent of temperature) thermal conductivity, k.
The steady-state variation of temperature along the axis of
the MCP can be found by solving the differential equation
of heat conduction for a homogeneous, isotropic solid with

T.—T, (n
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heat generation within the body, given in cylindrical coor-
dinates by the equation

ViT(r.8.2) + (1/ky)g(r.6. 2) =0, (2)

where (r,é. 2) are the cylindnical coordinates, T(r,é, z) is
the temperature distribution, and g(r.¢, 2) is the heat gen-
erated per unit time per unit volume. The channel input is
defined at z=0.

To keep the problem of solving Eq. (2) tractable, we
simplified the boundary conditions so that all boundaries
(MCP input and output at z=0, z= L, and the MCP rim
at r=ry;)maintain a constant temperature, 7. More real-
istic boundary conditions would include the nonlinear ef-
fects of radiation transfer (~T*) at the MCP input and
output surfaces. With these simplified boundary condi-
tions, the axial solution of Eq. (2) is given by the following
equation:'°

&
T2y =T+ g 2(L =)
dgol’ & 1 IEnr)
Tk 2y G D I(Ere) W) (D)
where .
_m(2m+1)
m— L s

8o is the heat generation at a constant rate, and /, is the
modified Bessel function of order zero. The third term in
Eq. (3) is small compared with the first two terms; hence,
Eq. (3) reduces to the following at the center of the plate,
with go=(Vycp’/Rycp) ”MCP volume):

2
VMCP

2k Rycp A(1—-1) L

Figure 4(a) shows how the temperature varies axially
across MCP #2, according to Eq. (4), at surface temper-
atures of 80°C and 160 °C.

The resistivity of the reduced lead-silicate glass be-
haves, as a function of temperature, in the same way as in
a semiconductor; i.e., the resistivity decreases with increas-
ing temperature. The plate resistivity as a function of tem-
perature for MCP #1 and #2 was found to best fit a
negative exponential equation of the form

p(T)=A exp( - BT), (5)

where for MCP #1, 4=7.28x 10° Q-cm, and B=0.00735
(deg K)~'; and for MCP #2, 4=1.83x10°Q-cm, and
B=0.00844 (deg K)~'. Since the temperature along the
channel is not a constant, but varies according to Eq. {(4),
the plate resistivity, given by Eq. (5), is no longer inde-
pendent of the axial coordinate z.

The voltage drop along the channel, V(z), is given by

IplT(2)]2
a0

T(r=0,2)=T.+ 2(L-2z). (4)

Viz)= (6)

where 7 is the strip current flowing through the MCP. An
axial temperature gradient across the channel implies a
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FIG. 4. (a) The predicted temperature difference, T(z) — T, for MCP
#2 as a function of position along the length of an MCP channel based
on Eq. (4). The ky, value used for this calculation was 0.031 W cm~'
("C) . The solid curve is the temperature profile at a surface tempera-
ture of 80 "C; the dashed curve is the profile at 160 °C. (b) The difference
in the voltage, based on Eq. (6), along the MCP channe! with [V(2)] and
without ( ¥,) an axial temperature gradient for MCP #2. The solid curve
is for a surface temperature of 80 °C; the dashed curve is for a surface
temperature of 160 °C.

nonlinear dependence with position for the voltage drop
across the channel, given by substituting Eqs. (4) and (5)
into (6). Figure 4(b) shows the difference between the
voltage drop across MCP #2 with the axial temperature
gradient shown in Fig. 4(a), and a linear voltage drop
across the plate if no axial temperature gradient existed.
The figure shows this voltage difference at the two surface
MCP temperatures of 80 and 160 °C. As is evident in the
figure, the difference in the voltage drop with and without
the axial temperature gradient across the channel is at a
maximum about 7/10 down the length of the channel. At
a surface temperature of 80 °C the voltage differs from lin-
earity by ~5 V; at 160 °C it differs by more than 10 V.

The electric field across the MCP is found by taking
the derivative of Eq. (6) with respect to 2. In so doing, the
electric field, E(z), is given by

—Lp(2)
E(Z):'—T— [I—Ber(L—ZZ)]. (7a)
where
VZ
MCP (7b)

Y= 2k Rucr AI—7) L
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and B is the coefficient in the argument of the exponential
in Eq. (5). For both MCP #1 and #2, the second term in
Eq. (7a) is negligible, reducing to

—l,p(Z)

y (8)

E()=

Thus we see that the dependence of the electric field with
position across the MCP thickness is nearly identical in
form with that of the plate resistivity.

The model used to predict how the output gain
changes with the temperature in the presence of an axial
temperature gradient is based upon the MCP gain model
derived by Adams and Manley.!' The temperature distri-
bution ajong the length of the MCP channel was first cal-
culated using Eq. (4). The electric field distribution was
then calculated using Eq. (8) in conjunction with Eq. (5)
for the plate resistivity. The output gain of the channel, G,
was computed by taking the product of the gain, Y, of
each dynode stage within the MCP:

=117, (9)
i=1

where 7 is the number of dynode stages along the length of
the channel. Here Y, which represents the secondary elec-
tron yield of the reduced lead-silicate glass that makes up
the MCP, is a linear function of the impact energy at en-
ergies less than 200 eV,'? and is given by

Y=aV +7Y, (10)

where a is the slope of the secondary electron yield with
impact energy, Y, is the zero intercept, and ¥V, is the col-
lision energy within dynode i, given by the following ex-
pression:''

4 & E!
a=a7 B (1)
In Eq. (11) E; is the electric field within the ith dynode
stage, d is the channel diameter, and ¥/, is the initial ejec-
tion energy of the secondary electrons. The values for a
and Y, in Eq. (10) were taken from the secondary electron
yield data published by Laprade ef al,'? and the ¥, values
were calculated using Eq. (8) substituted into Eq. (11).
The electron ejection energy, V,, used was 1 eV.!

Figures 5(a) and 5(b) show the results of the model
plotted with the measured gain values as a function of
MCP surface temperature for both MCP #1 and #2, re-
spectively. The model for MCP #1 shows two curves
which span the reported values of ,, from 0.004 W cm ™"
(°*C)~" (dashed curve) to 0.008 W ecm~' ("C)~' (solid
curve). The better fit is the dashed curve with a computed
¥’ value of 1.6 with 2° of freedom, compared with a y*
value of 1.9 for the solid line fit. The solid curve shows a
flatter rate of gain change with temperature, as expected
for a higher &, value, which implies a lower axial temper-
ature gradient.

The two curves shown in Fig. S(b) for MCP #2 were
computed with the k, values of 0.03 W cm~' (*C)~!
(dashed curve) and 0.08 W em ™' (°C) ' (solid curve). In
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FIG. 5. (a) The measured modal gain values as a function of temperature
for MCP #1 (filled circles). The solid curve is the predicted change in
the gain with temperature, based upon the mode! described in the text,
with &, =0.008 W cm ~! (°C)~". The dashed curve is the prediction with
ky,=0.004 W cm™' (*C) "' (b) The measured modal gain values as a
function of temperature for MCP #2 (filled circles). The solid curve is
the predicted change in the gain with temperature, based upon the model
described in the text, with &,,=0.08 W ¢cm™' ("C)~". The dashed curve
is the prediction with k, =0.03 W em™' (°*C)-".

this case the better fit is with the larger k,, value. The
smaller k,;, value generates a curve that is greater than the
measured data points and with a slope twice the magni-
tude.

The results of the modeling indicate that an axial tem-
perature gradient due to the finite thermal conduction of
the channels could account for the entire observed change
in the modal gain with MCP temperature. The agreement
between the model and the measured data for MCP #1
seems quite reasonable for the range of &, values quoted
for unreduced lead-silicate glass. The fit of the model for
MCP #2, however, was less reasonable with respect to the
assumed value of ky, [0.03 W cm™' (*C) ~']. The better fit
for MCP #2 required a higher k,, value than either that
quoted for unreduced lead-silicate glass or what was indi-
rectly measured for MCP #2. These problems may result
from the fact that the gain data values measured for MCP
#2 were measured in a non-steady-state, nonequilibrium
condition during the time the MCP was heating up to
operational temperature. The gain values for MCP #1, on
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the other hand, were measured after the plate had stabi-
lized in temperature and therefore in a steady-state condi-
tion. Hence, more credence on the validity of the MCP #1
data and its model is thus afforded over that of MCP #2

8. Changes in secondary yleld

A second possibility that could cause a negative corre-
lation of gain with temperature may result from a negative
temperature dependence of the secondary yield of the
MCP glass. Some insulators are known to display a nega-
tive dependence of the secondary vyield with tempera-
ture.""* Dekker'*'® has shown that such a dependence
could be explained by the increased scattering of secondary
electrons with lattice vibrations at higher temperatures.
The increased scattering lowers the mean-free path of the
electron and hence lowers the effective yield. This effect on
the yield is most noticeable for primary electron energies
that produce penetration depths greater than the escape
depth of the secondaries. This, in general, occurs at ener-
gies greater than where the secondary yield has already
reached a maximum; for lead-silicate glass this occurs at
energies exceeding 300 eV." In this region of energy,
Dekker predicts that the yield should go as T~'2.' For
lower primary electron energies in the range of 50-100 eV,
which are more representative of the primaries in an MCP,
the drop in yield still exists, but is considerably less if not
nonexistent.'> Therefore, the relation that the secondary
electron yield, Y, goes as ¥~ T~'? can be thought of as an
upper limit for a change in yield with temperature of an
MCP, with the lower limit being no change.

Using the simplified discrete dynode model of an MCP
channel,'"!" the modal gain, G, goes as G~ ¥, where n is
the average number of dynode stages along an MCP chan-
nel (n~20-40). The proportional change in the yield, Y/
Y, is given by

dY 1dG

Y nG-
With the average proportional change in modal gain per

(12)

~ degree  Celsius measured for both MCPs of (dY/

¥)~0.0011, the proportional change in the secondary
yield using Eq. (12) with n=20 is dY/¥Y~5.5%10""
(°C) ~'. Using Dekker’s result, the expected upper limit to
the change in secondary yield based on the MCP #1 and
#2 temperature data is d¥/Y~13x10° (*C)~". This
value is some 20 times greater than measured. This dis-
crepancy could be accounted for by the fact that the pri-
mary electron energies that exist in an MCP are low
enough so that the penetration depth of the primaries dur-
ing each collision in the MCP channel is less than the
escape depth of the secondaries. For n~ 20, and an applied
MCP potential of 2000 V, the average primary electron
energy is only ~ 100 eV. This is a value far below that
which maximizes the secondary yield for MCP glass,
which is known to occur above 300 eV.'? Unfortunately, at
this time there is no independent evidence that the second-
ary yield for lead-silicate glass is a function of temperature
at these low primary electron energies. If such data existed,
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one could then establish a more realistic lower bound to
the expected change in the modal gain with temperature
due to changes in the secondary yield with temperature.

{v. CONCLUSION

Our measurements of the dependence of the MCP
modal gain on temperature indicate 2 slight drop in the
modal gain of ~0.10% (°C) ~' over the operational tem-
perature range of 60~160 °C. We attribute this drop in gain
with increasing temperature to a drop in the axial electric
field strength due to the presence of an axial temperature
gradient within the MCP channels. This effect was mod-
eled and found to account for the entire change in modal
gain over the temperature range measured.

A second possible contributor, that resulting from a
drop in the secondary electron yield with temperature, was
assessed but found at the upper limit to overestimate the
rate of change in gain by a factor greater than 20. Because
the temperature dependence of the secondary yield of lead-
silicate glass at the collision energies representative of the
cascading electrons within an MCP channel is unknown
(and possibly nonexistent), it is uncertain whether or not
this effect contributes at all to the drop in MCP gain with
temperature. Therefore, it is more likely that the observed
changes in the output gain with temperature is a result of
the presence of a nonuniform axial electric field throughout
the MCP channels resulting from an axial temperature gra-
dient, and not of changes in the secondary electron yield
with temperature.
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ABSTRACT

The Multi-Anode Micrachannel Array (MAMA) detector system is a true photon-counting imager which records the
position and amrival time of each detected photon for post fucto image reconstruction analysis. Imaging by time-tag photon
detection with the MAMA is being used for image stabilization on sounding rockets, and for speckle interferometry and speckle
image reconstruction at ground-based telescopes using the Stanford University Speckle Interferometer System (SUSIS). This
paper describes the construction and mode-of-operation of the MAMA time-tag photon-detection system, including recent
improvements to the data-handling system which permit a data-recording rate in excess of 1M event s-!. The intrinsic time
resolution of the MAMA detector system is < 300 ns and the time resolution of the SUSIS used to date is 3.2 ps for each
detected photon. A number of examples of both laboratory data and visible-light speckle interferometric deconvolutions and two-
dimensional speckle image reconstructions are presented.

1. INTRODUCTIO

We have recently developed and tested a new photon-counting detector system particularly suited for speckle
interferometry applications, the Stanford University Speckle Interferometry System (SUSIS). A speckle interferometry system
must be capable of reading from several tens, to hundreds of frames per second and must have low read-out noise because each
frame generally is composed of one to a thousand photons. Since the goal of speckle interferometry is to obtain very-high-
resolution information inside a comparatively large seeing disk large formats and high geometric fidelity are required. SUSIS
meels all these requirements and because of its true photon counting capabilities and timing flexibility can also be successfully
applied in situations where image drift compensation is required.

4 SYSTEM DESCRIPTION

In the SUSIS, the detection of the incoming photons has been divided among several components, each optimized for a
particular function (Fig. la). A physical block diagram of the system is also shown for comparison (Fig. 1b).

The optical signal collected from the telescope is first conditioned by the speckle module. This module magnifies the
speckles enough to make them spatially resolvable by the detector and at the same time a narrow band filter determines the
spectral bandpass and corrects for atmospheric dispersion. Next, in a MAMA tube, the photons are converted to electrons by a
bialkali photocathode and are subsequently amplified in a curved-channel Microchannel Plate (MCP). The single curved-channel
MCP provides high gain for pulse counting and a low level of ion feedback. Quantum efficiencies of 1% at 5000 A and gains on
the order of 103-10° are obtained in the current MAMA detector wbe!. A 14 um fine-fine anode array is used to collect the
cloud of electrons coming from the pores of the MCP and to encode the spatial information (this is necessary to reduce the
number of subsequent data channels). Very large bandwidth charge-sensitive amplifiers convert the electron signal to a voltage
and a thresholding scheme that exploits the saturation characteristic of the MCP gives a zero readout noise for the detector.
Subsequently a VLSI decode chip generates the address of each event (detected photon) and quantizes its arrival time in intervals
of 0.16 us. Using a high-resolution decoding algorithm the pixel size can be reduced from 14 um to 7 um simply with a tum
of a switch increasing the spatial resolution (o 10 um23. The overall spatial resolution of SUSIS is limited to 10 um from the
pore size of the MCP.
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Figure 2. Block diagram of the MAMA speckle interface.
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Through a high-speed 120 MHz fiber-optic data link the event address arrives to a custom computer data acquisition
board (Fig. 2) where each event is lime tagged (speckle mode) or is accumulated to form an image (integration mode). The
optical link has been chosen for its long distance high-data-rate capabilities and also for the high immunity to radio frequency
noise typical of a telescope environment where electric motors are continuously operating. The high-speed data link together
with a control data link for the speckle camera allows remote operation of the system (30 meters). A remote real-time display
of the incoming photons is also available on an oscilloscope. The remote operation of the detector is very useful both for
astronomical applications where the control room of the telescope is far from the telescope itself and for laboratory testing were
the detector is generally operated in a dark room.

A complex scheme of time eneading has been implemented in this computer interface to almost double the number of
events acquired in a single continuous 8 Mbytes memory buffer for typical observing conditions. First the time information is
split into coarse and fine portions as shown in Table 1. The fine time-tag is kept with each event spatial information (Words
0-1) while the coarse time (Words 2-3) is stored only when the fine counter overflows and a new event comes in. A prescaler is
used to change the base clock frequency of the fine time tag counter in order to keep the average number of events between coarse
time tags constant with changing illumination conditions. SUSIS time resolution can be varied from 0.4 ps to 3.2 ps
(prescaler set to 0 and 3 respectively).

Table 1. Format of the time-tag data of the SUSIS.

Bit: isJuaf]rzfuJwlol8l7le6]sl4]3]2]110
Word 0: 0 0 Y Coord. X Coordinate
Word!l: | 0 1 Fine Time Tag | Y Coordinate
Word 2: 1 0 Coarse Time Tag
Word3: | 1 1 | Presc. | Coarse Time Tag

If a Poissonian model of photon arrival times is assumed, the average number of photoevents stored in the 8 Mbyte
buffer may be calculated as follows. The number of events in a given short interval of time will be given by the Poisson
distribution

W(n) = —)'—e“, M
n!

where W is the probability of obtaining n events and A is the mean number of events per interval. If the interval is chosen to
be the same as the coarse clock tick, then the probability W, that an interval will have a coarse time tag associated with it is

W, =1-W(0),or )

w,=1-¢*, 3)
since all intervals which contain one or more events receive coarse lime tags at the end of the first event. The average number
of bytes B taken up in memory by an interval is then

B=4A+4(1-¢"), @
and therefore the number of intervals stored in memory is constrained by the relation

4An, + 4(1 - e *)n, = 8Mbytes, )
where 7; is the number of intervals stored. This number is also related to the number of photo events n,, stored in the
interface by .
N, =25.6us-R-2"-n, ©
where R is the count rate and p is the value of the prescaler. Using both Eq. 5 and Eq. 6, one may solve for the number of
photons stored and obtain

2 x10°

~25.6us27-R

™

3
|

, =
¢ l1-¢

L —
25.6us-2F-R
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This relationship is shown graphically in Fig. 3 for a time between absolute time-tags of 204.8 psec (prescaler value of 3),
along with test data taken with the interface in the laboratory at various count rates.

Average Storage Capaclty of the Stanford
MAMA Interface
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Figure 3. The average storage capacity of the Stanford MAMA computer interface as a function of count rate.
3 TIMING TESTS WITH THE SYSTEM
3.1 Poi Tests_of the Interf Timi Info n

As a first test of the speckie interferometry system built at Stanford, the timing information that the computer
interface assigns to incoming MAMA events was tested using two different data sets, one taken in the laboratory and the other
taken at the telescope. Calculation of the reduced chi squared gives a quantitative evaluation of how well both data sets match a
Poisson distribution. In particular, a section of a time-tagged data file was binned into exposures (or frames) of a given length
of time. The number of counts in each frame was recorded. Then, a histogram of the number of events per frame was formed,
and compared 10 a Poisson distribution of the same mean. Chi squared (for a Poisson distribution) is computed according to

the formula

2
£ = 2 [f(x;)-NP(x))] ®
=1 NP():I.) '
where N is the number of frames, f (x;) is the number of frames with X; events, and P(x;) is the Poisson probability for

a frame with x; events. The reduced chi squared, denoted xf,. is calculated by dividing chi squared by the number of degrees of
freedom, v, of the system. For a Poissonian distribution, v = n-1, where n is the number of bins in the histogram of the data.
The reduced chi squared is then given by

2
x= lv- ©
If a distribution is Poissonian, the reduced chi squared should be near 1, meaning that the predicted and actual deviations from
the expected value of the histogram were nearly the same. Whatever the value of the reduced chi squared, it is possible 1o
assign a probability that the observed distribution is drawn from a Poisson distribution based on this value?. In the following
analysis, care was taken to insure the correct application of the chi squared methad as described by Meyer5. The chi squared test
is useful in many cases in determining if a given distribution is probably drawn from a given parent distribution.

The chi squared test of the timing information is useful in two ways for the MAMA-based speckle interferometry
system. If a source with a known harmonic time signature is put on the detector, the recorded time tag data from the system
should exhibit a non-Poissonian character, or a high value of the reduced chi squared. Also, if one forms the power spectrum of
the time series of counts per exposure, a spike at the frequency of the harmonic signal should be observed. These features
would be fairly convincing that the interface is not simply assigning times randomly. On the other hand, if a true Poisson
source is imaged on the MAMA detector, then the reduced chi squared from the binned data should be near 1, indicating that the
probability is high that the parent distribution is a Poisson distribution. If this is true, then the interface is not generating any
large barmonic or other non-random signals in the timing information.
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The speckle interferometry system was set up in the laboratory to be illuminated by a small incandescent light bulb.
The light from the bulb was sent directly into the speckle camera. At the first focal plane inside the speckle camera, a pinhole
mask was atlached, so that only a small spot of light reached the active area of the detector. The experimental setup is shown

The light intensity in the incandescent light bulb is proportional 1o the energy dissipated in the filament. The energy in turn
depends.on the square of the voltage applied which in our case was the 60 Hz 110V sinusoid from a wall power outlet. This
bebavior in a laboratory light source at this frequency, this is a good indication that the timing information assigned to events

by the computer interface is at least good enough to do speckle interferometry at the frequencies characleristic of atmospheric
turbulence.
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Figure 4. Experimental setup for laboratory spot tests (a) and typical integrated image (b).

The chi squared test described above was performed for spot data taken at 62.6 kHz in the laboratory. Tbe detector sees
the lamp as a non-Poissonian source. The reduced chi squared is 2.823, corresponding to a probability of much less than 0.1%
that a distribution drawn from a Poisson parent distribution would have a reduced chi squared larger than that of the lab spot
source. Fig. 5a shows a portion of the raw data stream. The data are binned in 0.2 ms exposures. Fig. 6a compares the
histogram of the number of events per frame with a Poisson distribution of the same mean for the same data file. Fig. 7a
shows a portion of the power spectrum for this file which includes the 100-200 Hz region; a large peak at 120 Hz can clearly
be seen. This peak has a signal-to-noise ratio of 38.3. The detector system is able to see the harmonic signature of the
laboratory light source.

The measured value of the frequency of the oscillation shown in Fig. 7ais 121.6 + 1.8 Hz. This number was
obtained by measuring the number of absolute time lags wrilten in a data file and comparing it to the number of events
obtained per second as recorded by a counter. The number of time tags per second can then be derived; providing an absolute
measure of the tick interval of the fine time tag. The intensity variation detected by the MAMA system can also be estimated
from the relative peak values at the 120 Hz peak and the peak at 0 frequency. The ratio of the maximum intensity to the
minimum intensity in the cycle is about 1.1. This comresponds to a difference in instrumental magnitude of about 0.1
magnitudes.

Chi squared tests were also performed on astronomical data taken with the SUSIS. Unless the astronomical object is
known to be variable, it is expected that the timing information will be Poissonian in character. Observations for these chi
squared tests were taken at the Lick Observatory 1-m reflecting telescope on May 21 through the 23, 1992.

As with the laboratory data, the first set of data considered was 4096 frames long with an exposure time of 0.2 ms.
Fig. 5b shows a portion of the raw data stream for a particular astrophysical source, the star HD 171994, Fig. 6b shows a
histogram of the number of events recorded per frame for this same object, and Fig. 7b shows the power spectrum of the same
data. These three figures may he directly compared with Figs. 5a, 6a and 7a. Together they indicate that the source HD171994
is indistinguishable from a Poisson source.
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Figure 5. A portion of the raw data stream for a laboratory spot source (3) and the star HD171994 (b).
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Figure 7. This figure shows the frequency content of the laboratory spot source (a) and the star HD171994 (b). There is a strong
peak at 0 Hz which has not been shown. The only other feature in the spectrum is a sharp peak at 120 Hz, as expected for the light
. source (a). The same peak is not present in the astronomical source data (b).
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The chi squared test was also performed for several different astronomical sources; all have reduced chi squared near 1.
These results are shown in Table 2 where the rightmost column shows the approximate probability that a Poisson distribution
would have a higher value of the reduced chi squared. The last object listed is a point source in the vicinity of the HII region
11369. The value of reduced chi squared was computed for various frame times on three different astronomical sources, and
these results are shown in Fig. 8. In this case, the timing information deviates from a Poisson distribution on small time
scales. For sources under about 50 kHz, a Poissonian response is obtained down to a frame integration time of about 50 s,
corresponding to the bottom four bits in the timing address of the events. For brighter sources, the non-Poissonian character of
the event stream sets in at longer time scales.

Table 2. Results of the chi squared test Pz (12, V) on several astronomical sources.

Reduced Chi Squared for Several Different Astronomical
Sources

Object 1 Approx. P (x % v)
HD 171994 0.949 0.5
HD 119126 1.354 0.1
HD 129712 0.743 0.7
HD 161833 (binary) 1.204 0.2
HD 170109 (binary) 0.889 0.6
11369.1 1.076 0.4

Reduced X’ as a Function of Frame Time

15?-~vrv-v1vvv<v-vrv AR
—e— 784 kHz
—5— 469 kHz

—o— 134 kHz ]

10 # .
8192 Frames

Reduced x’

p
OAAJIAJl . UG S S

0 0.2 04 0.6 0.8 1
Frame Time (ms)

Figure 8. Reduced chi squared as a function of frame integration time for three different count rates: 78.4 kHz (HD119126), 46.9 kHz
(HD171994), and 13.4 kHz (HD129712).

The fact that the timing information deviates from a Poisson distribution may be related to a loss of detective quantum
efficiency (DQE) at high count rates. For the observational setup used to take these data, a loss in DQE is possible due to the
speckle nature of short astronomical exposures. Such a loss in DQE affects the timing analysis performed bere by leading to
fewer frames where the number of counts obtained was higher than the true mean value expected from the source. In terms of
system performance, the timing information will be limited only by the photon flux when searching for time-dependent
phenomena on time scales above 50 s and count rates below 50 kHz for astronomical observations. The system should
therefore be able to detect time-dependent astrophysical phenomena with frequencies below 20 kHz. Higher frequencies may be
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detected, but the results will not be flux-limited since the interface itself has a non-Poissonian response as these frequencies,
and the analysis of such data on smaller time scales should reflect this.

3.2 Reconstruction of a Moving Image

As a second test of the timing infornation obtained with the MAMA-based speckle interferometry system, an image
was focused onto the MAMA detector and moved in a linear fashion across the long axis of the active area during a time-lag
integration. A small portion of a standard Air Force test target served as the image; the rest of the target was masked off with
heavy construction paper. Light from the target passed through a collimating lens and formed an image on the active area of
the detector. The lens was mounted on an x-y stage so that focusing could be accomplished by variation in the position in
one direction prior to taking an exposure and motion across the long axis of the detector could be accomplished by manual
variation in the other direction during the exposure. Figure 9 shows the experimental set up.
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Figure 9. Experimental set up for the moving image study.
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Figure 10. X-position centroids for the time-tagged data for the moving image study
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The experiment consisted of three exposures. The first was a 1 minute exposure of the target in a fixed position at a
count rate of 20 kHz. The second was the time-tagged data file at the same count rate where the image was moved across the
detector by some 350 pixels. The total exposure time was again 1 minute. The integrated image obtained from this data file
is shown in Fig. 11a. The motion blurs the resulting image in the horizontal direction. The third data file was a flat field
image taken in the same configuration as the first exposure but without the Air Force test target. A flat-fielded image of the
target can then be obtained by dividing the first exposure by the third one. Figure 11c shows this result.

To obtain a reconstructed image, the time-1agged data file was divided into frames of 0.1 s. This exposure time
corresponds to an image shift within the exposure of about 0.6 pixels, indicating that within a frame, no significant image
shift should be detectable. The centroid position of each frame was computed; Fig. 10 graphs the x-coordinate of the centroid
as a function of frame number. Because of the random scatter in this function, an 11-point running mean to these centroid
values was computed, and is shown in the same figure. This "smoothed” version of the centroid positions for both x and y
coordinates was then used as a feducial to co-add the frames. The resulting reconstructed image is shown in Fig. 11b.
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Figure 11. Image reconstruction of a moving image. a) Integrated image made from the raw time tagged data of a portion of an Air
Force test target while was moving across the detector. b) Reconstructed image made by dividing the time tagged data of the moving
target into 0.1 s frames and centroiding each (rame hefore coadding. c) Flat fielded image of a stationary Air Force test target. The
scale of Figs. (b) and (c) is 128x128 pixels.

Though some loss of resolution is apparent when comparing this image to Fig. 11c, even this simple reconstruction
technique clearly gives a successful result. A more sophisticated image reconstruction technique has previously been used to
reconstruct the image of NGC6240 acquired during a sounding rocket flightS, There the image was blurred from the drift of
the sounding rocket during acquisition.
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4, SPECKLE INTERFEROMETRY
4.1 The Method

In conventional ground-based visible-light astronomy, the resolution of images is limited by the presence of turbulence
in the air above the telescope aperture that blurs the image of a point source out into a patch of light roughly 1-2 arcsec at Full
Width Half Maximum (FWHM). This point spread function, known as the "seeing disk,” is some 50 times broader than the

diffraction limit of the largest optical telescopes.

In speckle interferometry, it is possible to recover diffraction-limited resolution. If there were no atmospheric
urbulence, light from an astrophysical point source would arrive ai the telescope as a plane wave, and therefore have uniform

phase and magnitude across the telescope aperure. Itis well-known from optics that the point spread function is given by the
modulus squared of the Fourier transform of the aperture function. Therefore, in the absence of wrbulence, the uniform aperture

function gives rise (o an Airy patlem as the point spread function.

In the real case of ground-based observing, the turbulence in the telescope aperture disturbs the uniform phase of the
aperture function. The effect of this is to produce an instantancous point spread function that fills the area of the seeing disk but
has a fine structure of bright regions which have a characteristic width similar to the diffraction-limited point spread function of
the telescope. Such an instantancous point spread function is known as a speckle patiern. Speckle patterns evolve on a typical
lime scale of 10ms, so that on an integration of significantly longer than this, the speckle nature of the image washes out and
only the overall shape of the seeing disk remains. Because the individual speckles in a speckle paticm are the same size as the
diffraction-limited point spread function, speckle patterns contain high resolution information about astrophysical objects. One
can hope to recover this information if the detector at the image plane can read out images at the rate of the time evolution of the
speckles. It has been shown in the previous section that the timing resolution with the MAMA detector system is much better

than the 10 ms figure which is s typical time scale for the evolution of speckle patterns on the image plane.

Consider taking time-tagged data of a binary star. Ina speckle experiment, photons can be binned into short
integrations called “frames” where the integration time is short enough that the instantaneous point spread function does nol
change very much over the integration. If the object of interest is a binary star, frame images will exhibit speckle pairs at the
vector separation of the companions, as illustrated in Fig. 12. These speckle doublets will occur at various places on the image
plane but may be collected together by considering the autocorrelation function of 2 frame, which is equivalent to the histogram
of the distance vectors between photon pairs. Each frame image I(x) may be described as a convolution of the true object

intensity distribution O(x) with the frame point spread function $(x)

1(x) = S(x)*O(x), (10)
where "+" denotes convolution. In the Fourier domain, a convolution becomes an ordinary product so that

f(u) = S(u)- O(u), an

where "~" denotes Fourier transform and the spatial frequency variable conjugate 10 X is u. Taking the modulus squared of this
and averaging over many frames, we obtain the result that the average image power spectrum is the product of the average point
spread function power spectrum and the true object power spectrum

(V(u)r> = (lé(u)r) O 12

where ( ) denotes the average aver many frames. If a speckle experiment is performed on the binary star, (li(-f ) can be
obtained by Fourier transforming the average autocorrelation of many frames of data. The same process performed on a point
source yields (lS(u)r) The true binary power spectrum can then be obtained by division, where such a division is valid in the

region where (p(u)n is non-zero.

In fact the average point spread function power spectrum is non-zero out to the diffraction limit of the telescope and the method
works not only for binary stars but also for general objects". The true object autocorrelation is obtained by Fourier inversion.
In the case of a binary sysiem, reconstructing the object autocorrelation is sufficient 10 retrieve the separation, position angle (up
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t0 a 180° ambiguity), and the relative magnitudes of the two companions. In practice, after forming the reconstructed power
spectrum by divisim), the result is masked by a low pass filter before Fourier inverting to obtain a result uncontaminated by
high frequency noise.

———

Figure 12. a) A binary star object function O(x), b) iliustration of a speckle pattern for a binary star where speckle doublets occur at
the binary separation, c) the autocorrelation function of {a).

4.2 Speckle Autocorrelation Reconstructions of PBinary Stars

The MAMA detector has been used to take speckle interferometry data of some 20 binary stars to make position angle
and separation determinations. Some of these objects have been previously discussed!-389. Here we present two examples of
autocorrelation reconstructions which have not previously been published made from data taken with the MAMA system
described in this paper. Observations were carried out in May of 1992 at the Lick Observatory 1-m telescope. The seeing
conditions for this run were approximately 1.5 arc seconds. Figure 13 shows the reconstructed autocorrelation functions of the
two objects; comparing these functions with that of Fig. 12¢, the binary signature of the objects can be clearly seen.

@ ®)

Figure 13. Autocorrelation reconstructions of the binary stars (a) HD136176 and (b} HD170109. HD136176 bad 2 measured
separation of 1.4840.061 arc seconds and HD170109 bad a measured separation of 0.71610.047 arc seconds.
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S, SPECKLE IMAGING

Speckle imaging is a term used to describe an extension of speckle interferometry where the final result is a
reconstructed image rather than a reconstructed power spectrum or autocorrelation function. There are several variations on how
the reconstructed image is obtained, but for the results in this section we have followed the method of Lohmann et al!0, This
method utilizes the triple correlation function of the speckle data frames, an object which is similar to the autocorrelation
funclion, but retains the extra information necessary to reconstruct an image. While the power spectrum of many frames of data
does not contain the phase information of the image Fourier transform, the Fourier transform of the triple correlation, known as
the bispectrum, does contain this. By combining the modulus of the image Fourier transform (obtained from taking the square
root of the power spectrum) with the phase derived from the bispectrum, a quasi-diffraction limited estimate of the image Fourier

transform can be produced.
@ ®)
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Figure 14. Image reconstruction of the binary star HDI61833. (a) Integrated image showing the seeing-limited resolution (about 1.5
arc seconds). (b) Reconstructed image. where the resolution is about 0.3 arc seconds. The separation of the two stars was measured to be

0.5561£0.072 arc seconds.

The reconstructed image is then the Fourier inversion of this function. Fig. 14a shows the integrated (seeing-limited) image of a
close binary taken with the MAMA detector. Fig. 14b shows the reconstructed image using the Lohmann algorithm where the
binary nature of the object is quite clear. Again the observations were carried out at the Lick Observatory 1-m telescope, where
the diffraction limit for the wavelength of observation (5029A) is about 0.125 arc seconds.

6. SUMMARY

The performance of a new time-tagging data acquisition system for the MAMA detector has been investigated both with
laboratory and observational data. In the laboratory, the MAMA syslem was able to see the intensity variation from an
incandescent bulb at a frequency of 120 Hz. A moving image was also successfully reconstructed from the time-tagged data.
Using stars as Poisson sources of photons, it has been shown that the timing information of the MAMA detector system is
Poissonian down to times scales less than about 0.4 ms for a wide range of count rates. This indicates that the system timing is
more than adequate for the application of speckle interferometry. Speckle interferometry data of binary stars has been presented
including successful autocorrelation and preliminary image reconstructions of binary stars.
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ABSTRACT. We report on the first successful speckle imaging studies using the Stanford University
speckle interferometry system, an instrument that uses a multianode microchannel array (MAMA) detector
as the imaging device. The method of producing high-resolution images is based on the analysis of so-called
“near-axis” bispectral subplanes and follows the work of Lohmann et al. (1983). In order to improve the
signal-to-noise ratio in the bispectrum, the frame-oversampling technique of Nakajima et al. (1989) is also
employed. We present speckle imaging results of binary stars and other objects from V magnitude 5.5 to 11,
and the quality of these images is studied. While the Stanford system is capable of good speckle imaging -
results, it is limited by the overall quantum efficiency of the current MAMA detector (which is due to the
response of the photocathode at visible wavelengths and other detector properties) and by channel saturation
of the microchannel plate. Both affect the signal-to-noise ratio of the power spectrum and bispectrum.

1. INTRODUCTION

Speckle interferometry has been successfully used to gain
high angular resolution information about astrophysical ob-
jects since its inception by Labeyrie (1970). In conventional
astronomy, fluctuations in the atmosphere above the tele-
scope aperture blur images so that the resolution is typically
1 to 2 arcsec, much worse than the diffraction-limited reso-
lution of large telescopes. Speckle interferometry allows for
the reconstruction of image features on a much smaller scale
by taking many short (typically ~0.01 s) exposure images
(frames) of an object, where over the exposure time the at-
mospheric fluctuations are effectively frozen. Labeyrie real-
ized that the spatial frequency power spectrum of an object,
averaged over many frames, retains high angular resolution
information that can be retrieved by way of Fourier decon-
volution. The method he developed fell short of producing
full image reconstructions because the power spectrum con-
tains no phase information about the object's Fourier trans-
form.

Extensions on Labeyrie’s technique that retain phase in-
formation (in the general case where no isolated point source
exists in the field of view) were developed as early as 1974
by Knox and Thompson. They suggested an analysis tech-
nique involving the image cross spectrum, a mathematical
object that retains a derivative of the phase on the frequency
plane. Many investigators have reported results using other
methods, some of which worked in special cases, some of
which were borrowed from radio astronomy (see e.g.. Rod-

Qan

dier 1987 for a review). Several years later. Lohmann
et al. (1983) developed a technique of retrieving phase infor-
mation from the image bispectrum. The analysis of the
bispectrum has generally been acknowledged to be one of
the best ways to derive a phase estimate in speckle imaging
because the bispectral signal-to-noise ratio is high and be-
cause the bispectrum is relatively insensitive to telescope ab-
errations. Like the cross-spectral analysis of Knox and
Thompson, the bispectrum can be used to derive a phase
derivative estimate over the spatial frequency plane.

There are several different kinds of speckle interferometry
systems currently in use. One type of system that has en-
joyed great success is the intensified charge-coupled device
(ICCD), favored by the U.S. Naval Observatory speckle in-
terferometrists (Worley and Douglass 1992) and the Center
for High Angular Resolution Astronomy (CHARA) group at
Georgia State University (McAlister et al. 1987). In the
1980s, another kind of speckle interferometry device became
available in the form of photon-counting cameras such as
PAPA detectors (Papaliolios et al. 1985), resistive anode po-
sition sensing detectors (Nakajima et al. 1989), wedge and
strip detectors (Bamstedt et al. 1987), and MAMA detectors
(Morgan 1989; Timothy et al. 1989). These detectors all offer
the advantage of time tagging each detected photon, allowing
the frame rate to be set in software after the observations are
completed. Also, they allow for the accurate subtraction of
the so-called *‘photon noise bias™ term in correlation func-

B 1904 Adtropamical Sacieny of the Pacific




SPECKLE IMAGING WITH THE MAMA 993

TasLe |
Properties of Some Photon-Counting Speckle Systems Currently in Use

Imaging Detector Timng Spatial
detector Reference Pixel format Photocathode QF Res. Res.
PAPA Papaliolios
et al. 1985 256%256 $-20 ~3% 1 ms 25 um
Wedge and Bamstedt :
Surip et al. 1987 5121024 $-20 ~31%? 1 us 50 um
Res. Nakajima
Anode et al. 1989 10241024 MA-2 ~2% <l ps 60 um
MAMA Horch et 224 %960
al 1992; or
Timothy et 448%1920 Bialkah ~1% 0.4 us 11 um
al. 1989

tions, and give a data stream that is much more compact than
nonphoton-counting devices.

The first speckle interferometry system for the MAMA
detector was built in the mid-1980s by Morgan and Timothy
and their collaborators at Ball Aerospace Systems Group.
The device was used to take some preliminary speckle data
of double stars and planetary objects (Morgan 1989; Meng
et al. 1990; Morgan et al. 1990). From this experience, a new
speckle system was built and was described in an earlier
paper (Horch et al. 1992). Initial data taken with the new
system showed that it was capable of retrieving nearly
diffraction-limited information under good seeing conditions,
but the studies by Horch et al. were limited to the power
spectrum of objects, and speckle image reconstructions were
not considered. In this paper, we show the first speckle im-
aging results with this system and make a study of the qual-
ity of these images. Two detector effects are discussed in
detail, detective quantum efficiency and channel saturation
of the microchannel plate. Our results can be compared to
the work of other groups to give a clearer picture of how well
the Stanford system works as a speckle imaging device and
how it may best be used in the future for projects of scientific
merit. ,

Some properties of the current Stanford system and sev-
eral other photon-counting speckle imaging systems are
shown in Table 1. While the Stanford system offers some
advantage in spatial and temporal resolution, its detector
quantum efficiency is lower than the other devices due
mainly to the response of the bialkali photocathode at visible
wavelengths. Since the signal-to-noise ratio (SNR) of the
bispectrum is proportional to n*'? at low light levels, where n
is the number of photons detected per frame, we can expect
that the quality' of speckle imaging results obtained with the
current MAMA detector will be lower than those of other
investigators.

2. INSTRUMENTATION

Although the Stanford speckle interferometry system has
been previously described, it is useful to explain the basic
operation of the system here, especially since we have made
some recent system modifications. Figure 1 shows a block
diagram of the current system. Light entering the telescope is
imaged onto a plane at the front end of the “speckle cam-

era,” a box that contains Risley prisms, microscope objective
lenses, and narrow bandpass filters (in addition to some other
optical elements). The speckle camera corrects for atmo-
spheric dispersion, magnifies the image to a size appropriate
for speckle interferometry, and filters the light so that the
image received at the detector is quasimonochromatic.

The imaging detector is a MAMA detector with a bialkali
photocathode and a single curved-channel microchannel
plate (MCP) with 8 um diameter channels on 10 um centers.
Current generation MAMA detectors have been described in
detail by Timothy et al. (1989), so only a brief description of
the detection process will be given here. Beneath the MCP is
an anode array which collects the charge cloud from the
output side of the microchannels. The charge on each anode
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Fi6. 1—The primary components of the Stanford University speckle inter-
ferometry system.
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is amplified and positional information is determined by co-
incidence electronics housed in a separate box calied the
“pixel decoder.” The decoder was built by David Kasle (now
of Kubota Pacific, Inc.) and is equipped with the high-
resolution decoding algorithm which has been successfully
used with MAMA detectors for the past three years (Kasle
and Morgan 1991). This feature gives the Stanford speckle
interferometer 7 um square pixels and an intrinsic resolution
of about 11 um on the image plane (Kasle and Horch 1992).

Decoded photoevent data are transferred to a Macintosh
computer by means of a fiber optic link. The receiving unit
of the link is connected directly to a NuBus™ interface card
that sits inside the computer. Both the fiber optic system and
the computer interface were built by Giorgio Giaretta at
Stanford University. The computer interface time tags the
incoming data and stores the information in a file on the hard
disk which is then transferred to 8 mm magnetic tape by
means of an Exabyte tape drive. The computer also controls
the speckle camera through a computer automated measure-
ment and control (CAMAC) interface, so that filter selection
and Risley prism orientation can be accomplished remotely.

3. THE RECONSTRUCTION METHOD

The construction of a high-resolution image from speckle
data has three main steps: (1) the modulus of the object’s
Fourier transform is obtained via analysis of the image
power spectrum, (2) the phase of the object’s Fourier trans-
form is obtained via analysis of the image bispectrum, and
(3) the two pieces are combined to give an estimate of the
object’s (complex) Fourier transform and the result is Fourier

inverted. In order to obtain the power spectra and bispectra.

of all of the objects discussed in the next section, the over-
sampled frame technique of Nakajima et al. (1989) was used.
In this case, the second frame in a sequence of frames starts
halfway through the first frame, the third frame starts at the
end of the first frame and halfway through the second frame,
and so on. This has been shown to improve the SNR of the
Fourier objects by 30%-40%.

Frames are also flat fielded in the following way. With an
ideal photon-counting device, each detected event would be
a delta function of unit weight and a frame would consist of
the sum of such delta functions. However, there are in gen-
eral nonuniformities in detector response across the image
plane. Following Beletic (1989), we flat field frame images
I(x) by weighting the events depending on where they occur
on the image plane, so that

N
x)=2 w;d(x~x,). 1)

The weights w; are proportional to 1/f(x;), where f(x;,) is the
number of counts at x; in the flat-field image. To form the
autocorrelation function Wx)=[fI*(x")(x'+x)dx’ for a
frame image, we substitute the right side of Eq. (1) in for /
and obtain

N N

K =2, 2 wewS(x+x,—x). (2)
k=] I=]
i#k

The photon noise bias is explicitly removed from each frame
by requiring /#k. The result is then averaged over many
frames and Fourier transformed to obtain the power spec-
tum. To compute the bispectrum, we use the subplane
method of Northcott et al. (1988) (where the inverse trans-
form of a particular bispectral subplane is calculated in im-
age space), but again we use frame images of the form of Eq.
(1). Define the Fourier transform of a function g(x) on the
image plane as

FT{g(x)}=g(u)= ] g(x)exp(—2mu-x)dx. 3)

The bispectrum C(u, u,) of /(x) can be expressed as
Cluywp) =i(uy)i(w,)i* (u, +uy). (4)

Consider a subplane of the bispectrum defined by u, fixed.
The second two factors in the right side of Eq. (4) can be
expressed as

Iu))I*(u, +u;)= FT{{/(x)exp(2miu,-x)]@I(x)}. (5)

where ® denotes cross correlation and the Fourier transform
frequency variable is u,. The first factor is just

Iwy)= f I{x)exp(—2miu, -X)dx. (6)

Substituting the right hand side of Eq. (1) for /(x) in Eqgs. (5)
and (6), we obtain

N
C(uy ,uy) = 2 W eXp(—27mU;-X,,)
m=|
mzkm#(
N N
XFT 2 2 wy exp(2m'ug-xk)
k=1 1=}
1#k
Xwid(x+x,~x) | . (7N

Again the photon noise bias subtraction is done explicitly in
these summations by removing the self-correlation terms and
it can be shown that this is equivalent to the method of
Beletic (1989). The first sum is simply a complex factor and
may be placed inside the Fourier transform. Using the linear-
ity of the transform, we can then average over many frames
in image space and Fourier transform just once at the end

N
(C‘(u,.uz))=FT E
m=1
mrim#l
N N
X 2 E Wiw, exp(2m'u2-xk)
k=1 I=1
i#+k

W, exp(—2miu,-x,,)

X Hx+x,—x;) . (8)




where ( ) denotes the average over many frames. Equation
(8) is the basic refation that we use to calculate flat-fielded,
bias-subtracted subplanes.

The method of phase reconstruction used for the data pre-
sented below is that of Lohmann et al. (1983). where the
phase map is built up recursively starting at the origin in the
frequency plane. Although it is possible to construct the
phase map with only two subplanes from the (four-
dimensional) image bispectrum, using more subplanes can
be beneficial depending on observing parameters (Nakajima
1988). In general, the highest signal-to-noise subplanes lie
close to the u,=0 subplane, where as above the bispectrum 15
of the form € (u,.8,), and v, is the spatial frequency variable
of the phase map. These are often called the ‘‘near-axis”
subplanes. The recursive method used here is a very simple
phase reconstructor with the main disadvantage that as the
phase is built up away from the origin, errors begin to in-
crease. There are now more sophisticated methods for the
development of the phase map, such as the relaxation tech-
nique used by Meng et al. (1990). A new phase reconstruc-
tion program based on this method is currently being written
for the Stanford system.

Once the phase map is combined with the modulus esti-
mate. the result must be inverse transformed to yield a re-
constructed image. We have found that with our data, the
high-frequency portion of the reconstructed object Fourier
transform must be attenuated before inverse transforming to
give a high dynamic range reconstructed image. We have
attempted a couple of different schemes for doing this, but
for the images presented in this paper. the reconstructed
transform was multiplied with a circular Gaussian filter of

the form
B l(lul)2
@(u) =exp —5 —’ .

where o is a constant. This type of filter gives a fairly
smooth reconstructed image with roughly Gaussian recon-
structions for point sources and has the considerable advan-
tage of simplicity. The effect of varying the filter width, o,
on image properties is discussed in the next section.

&)

4. OBSERVATIONS

All of the observations discussed below were taken in
1992 May at the Lick Observatory 1-m reflector. Seeing for
this run varied between 174 and 270. All observations were
taken in low-resolution decoding mode (14 um square pixels
in a 224 X960 format) with a 5029'A filter that was 397 A
wide. At this wavelength, we estimate that the telescope-
filter-detector combination has a quantum efficiency of about
0.5%.

The plate scale was measured by taking an image of a
point source on one side of the active area of the detector and
then moving the telescope until the star was on the other end
of the field of view. The change in the direction that the
telescope was pointing between the two images then leads to
an estimate of the number of pixels per arcsecond. Since our
MAMA detector has a large format, even with speckle op-
tics, we were able to measure the plate scale within a couple
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b)

) d)

Fic. 2—Image reconstruction of the point source HD 125019. Linear grey
scales are used in all plots. (a) The modulus of the Founer tansform where
the grey scale goes from O (white) to 255 (black). Dark regions near the
center are caused by a slight mismatch between the object and point source
seeing conditions. (b) The phase of the Fourer transform, where the grey
scale goes from — « (white) to 7 (black). Both (a) and (b) have been shown
out to the 1/e radius of the circular Gaussian filter used before inverse
transforming 10 obtain the reconstructed image. () The integrated image of
HD 125019. (d) The reconstructed image

of percent using this technique. For the Lick observations,
we obtained a plate scale of 0.06857 +0.0022 arcsec pixel ™",
The same technique also gives the angle between the detec-
tor long axis and true north (the detector pitch angle), where
the result was 2:10x0:57.

The first object that we analyzed was a point source, HD
125019. Figures 2(a) and 2(b) are the Fourier space repre-
sentations of the reconstructed modulus and phase as ob-
tained by the image reconstruction program prior to Gauss-
ian filtering in the frequency domain. The origin (where
spatial frequency is zero) is in the center of the diagram. The
modulus estimate for a point source should be a constant
while the phase should be a linear function of u, accounting
for the arbitrary position of the object in image space. While
the recovered phase map does appear to be roughly linear,
the modulus estimate is not constant since there are dark
peaks near the center of Fig. 2(a). These are caused by a
mismatch in the seeing conditions between HD 125019 and
the object used as a point source (HD 119126) to obtain the
modulus. Even with this deficiency, a narrow reconstructed
point spread function is obtained and shown in Fig. 2(d).
Figure 2(c) shows the integrated (seeing-limited) image of
the same data for comparison. Both Figs. 2(c) and 2(d) are
normal image space representations of the data. A 1 arcsec
bar is shown in these figures to illustrate the scale. Figure 3
shows surface plots of Figs. 2(c) and 2(d). As mentioned
earlier, a Gaussian filter was applied to the data in Fourier
space prior to transforming back to image space in order to
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Fi6. 3—Surface plots of (a) the integrated image and (b) the reconstructed
image of HD 125019. The integrated image FWHM is 1758 while the re-
constructed image FWHM is 0733,

produce Fig. 2(d) and all subsequent reconstructions shown
here. The full width at half maximum (FWHM) of the inte-
grated image is 1758 while for the reconstructed image the
result was 0733. The dynamic range of the reconstructed im-
age, defined to be the maximum value in the array divided by
the value of largest spurious peak (positive or negative), is
about 26.

Next we analyzed data taken of four objects from the
CHARA Second Catalog of Interferometric Measurements of
Binary Stars (McAlister and Hartkopf 1988). We present the
data for two of these objects in the same form as for HD
125019. Figures 4 and 5 show the reconstruction of the bi-
nary star HD 115995 obtained with the image reconstruction
software and the integrated image for comparison. The dy-
namic range for the reconstructed image is 14. Figures 6 and
7 show the result of the analysis for HD 161833, where the
reconstructed image has a dynamic range of 35. A two-
dimensional Gaussian fitting program was used to obtain the
best fit positions of the two peaks in the reconstructed im-
ages of these and two other binaries analyzed the same way.
These results are summarized in Table 2. Finally, the Stan-
ford results for HD 161833 and HD 130188 have been com-

FiG. 4—Image reconstruction of the binary star HD 115995. Linear grey
scales are used in all plots. {2) The modulus of the Fourier transform where
the grey scale goes from O (white) 1o 255 (black). Dark regions near the
center are caused by a slight mismatch between the object and point source
seeing conditions. (b) The phase of the Fourier transform, where the grey
scale goes from —  (white) to m (black). Both (2) and (b) have been shown
out to the l/e radius of the circular Gaussian filter used before inverse
transforming to obtain the reconstructed image. (¢) The integrated image of
HD 115995. (d) The reconstructed image. The star images appear elongated
because the Risley prism positions were slightly in error for the observation,
and did not fully compensate for the atmospheric dispersion.

pared with the previous position measures found in the
CHARA Second Catalog and one other source (Hartkopf
et al. 1992) in Fig. 8. The relative movement of the compo-
nents is real and the measurements are in good agreement
with the previous observations. This is true for all the bina-
ries in Table 2, where the uncertainty in the separation is
typically a couple of hundredths of an arcsecond. The main
contributor to this uncertainty is the measure of the plate
scale.

Several other unresolved point sources and binaries were
analyzed in the same way to determine how the dynamic
range of the reconstructed images behaves as a function of
the Gaussian filter width and as a function of V magnitude.
As the width of the filter is increased in frequency space, the
point spread function of a reconstructed image will become
narrower, but at the cost of dynamic range, as shown in Fig.
9 for the binary HD 161833. This behavior reflects the fact
that the SNR is lower in the high-frequency portion of the
recovered object Fourier transform than in the iow-frequency
portion. Figure 10 shows how the dynamic range diminishes
as the source brightness decreases. In this plot, the width of
the Gaussian filter is fixed at 1.7 cycles arcsec ™', the same
width as for the reconstructed images shown in this section.
By 11th magnitude, the reconstructed images show typical
dynamic ranges of only about S (for 10° events analyzed).
From Fig. 10, we can curmrently expect to obtain recon-
structed images with dynamic ranges of 10 or better for ob-
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FiG. 5—Surface plots of (a) the integrated image and (b) the reconstructed
image of HD 115995. The separation of the components is approximately
1.1 arcsec. North is in the positive x direction and east is in the negative y

direction.

jects brighter than about 8th magnitude on a 1-m class tele-
scope under normal observing conditions.

5. DETECTOR EFFECTS

When the above results are compared to some other
speckle imaging studies, the Stanford system appears to give
reconstructed images of lower quality. Recall from the pre-
vious section that the dynamic range of a reconstructed im-
age is defined as the maximum value in the image divided by
the largest spurious component. Hofmann and Weigelt
(1986) have resolved a quadruple star system where the com-
ponents are all about 12th magnitude with the 1.5-m Danish
telescope at the European Southern Observatory, and while
no dynamic range estimate is given for the image, the reso-
lution of the reconstruction is about 071. Nakajima et al.
(1989) obtain a dynamic range of 30 on a reconstructed im-
age of a double star with V=42. The object was observed
using the Hale 5-m telescope and the reconstructed image
had a beam FWHM of 0703, which is diffraction limited.
While the Stanford system at the Lick 1-m telescope gave a
dynamic range of 35 for the binary HD 161833 (with V=5.6)
under similar seeing conditions, this image has a resolution
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FiG. 6—Image reconstruction of the binary star HD 161833. Linear grey
scales are used in all plots. (a) The modulus of the Fourier transform where
the grey scale goes from O (white) to 255 (black). Dark regions near the
center are caused by a slight mismatch between the object and point source
seeing conditions. (b) The phase of the Fourier transform, where the grey
scale goes from — w (white) to = {black). Both (a) and (b) have been shown
out to the 1/ radius of the circular Gaussian filter used before inverse
ransforming to obtain the reconstructed image. {c) The integrated image of
HD 161833. (d) The reconstructed image

of over twice the diffraction limit, with a beam FWHM of
0735. A quasidiffraction-limited image of our HD 161833
data has dynamic range of less than 8. This again illustrates
the trade-off between resolution and dynamic range; in the
results above, we have chosen to present reconstructed im-
ages of lower resolution in order to maintain a standard of
dynamic range. Therefore the current limitations of the Stan-
ford system are realized in the lack of diffraction-limited
resolution.

5.1 Detective Quantum Efficiency

The quality of the speckle imaging results is determined
in part by the performance of the image device. In the case of
the Stanford system, the MAMA detector currently used is
not optimal for speckle interferometry for two reasons. First,
as already mentioned, the photocathode material does not
have as high a quantum efficiency in the visible as the §-20
and MA-2 photocathodes used with other systems. Secondly,
properties of the MCP of this MAMA detector are not out-
standing. It has a low gain, giving an average output of about
3% 10° electrons pulse ™. When the electronic threshold for
event detection is set at a reasonable level to limit the dark
current, this results in a lower gain-to-threshold ratio than
most MAMA detectors have, about 1.2 compared with more
typical values of 2 to 4. This ratio is important in determin-
ing both the detective quantum efficiency and the lineanty of
the device.
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Fic. 7—Surface plots of (a) the integrated image and (b) the reconstructed
image of HD 161833. The scparation of the components is approximately
0.5 arcsec. North is in the positive x direction, east is in the negative y
direction.

Figure 11 illustrates the effect of a low-gain MCP on
MAMA detector quantum efficiency by showing the histo-
gram of individual event gains, known as the pulse height
distribution (PHD) of the detector, for the high- and low-gain
cases. When the peak in the PHD (called the modal gain) is
not very much higher than the threshold, more photoevents
in the distribution fall below the threshold and go uncounted,
thereby decreasing the detector’s quantum efficiency. Even if
a photoelectron is generated at the photocathode, it will not
be counted if the MCP does not produce a large enough
electron cloud.

TaBLE 2
Stanford Speckle Imaging Results for Four Binary Systems®

Reconstr.
Position Separation (Total) image dynamic
Object angle (°) (arcsec) V Mag® range
HD 115995 176.60.7  1.070x0.038 6.2 14.2
HD 128941 64.7+29  0.64520.033 6.8 53
HD 130188  303.6=2.7 0.36320.017 72 122
HD 161833  260.9+09 0.536=0.018 56 353

*All measures are for epoch 1992.39.
*From the SAO Star Catalog.
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FiG. 8—Separation time histories for (a) HD 161833 and (b) HD 130188.
Except for the indicaied points, the data were taken from the CHARA Sec-
ond Catalog of Interferometric Measurements of Binary Stars and subse-
quent work by the CHARA group.

5.2 Speckle Ratios and Channel

Saturation

Signal-to-Noise

Miller (1977) gave an expression for the power spectrum
SNR of a point source

Reconstructed Image Dynamic Range
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FiG. 9—The effect of varying the width of the Gaussian frequency filter on
the reconstructed image dynamic range for the binary star HD 161833.
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FiG. 10—Reconstructed image dynamic range as a function of V magnitude
for several objects observed with the Stanford system.

n Tylu)

") Mt Todid)' (10)
where u=|u| is the spatial frequency, n is the number of
photons per frame, M is the number of frames averaged.
T, u) is the high-frequency expression for the speckle trans-
fer function given by, e.g., Dainty (1984) as

ro\?

Th,{u)=0.435(-5) To(u), (11)
where r, is the Fried parameter, D is the diameter of the
telescope, and T, (u) is the (diffraction-limited) transfer
function of the telescope. We can compare Eq. (10) to
MAMA speckle data taken at Lick Observatory by measur-
ing the value of ry appropriate for the observation from the

e)
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FiG. 11—(a) Typical high-gain MCP pulse height distribution, (b) typical
low-gain MCP pulse height distribution. The threshold for event detection
must be set above the low-gain tail, which is caused by charge amplifier
noise.
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FiG. 12—(a) Stanford system SNR as a function of the number of photons
per frame (or equivalently, count rate) for four point sources of different
brightness observed under similar seeing conditions (1000 frames analyzed
in each case), (b) Stanford system SNR as a function of spatial frequency for
HD 119126, a point source of 78 kHz (6675 frames analyzed). Both are

compared to the value expected from Eq. (10).

low-frequency portion of the power spectrum and assuming
the Lick 1-m telescope has diffraction-limited optics. This
gives Tydu). The variables M and n are also matched with
the observational values, and this leads to an expected value
of the SNR based on photon statistics.

The SNR in a MAMA data point source power spectrum
can be measured by considering a thin annulus centered on a
spatial frequency of interest. The signal is given by the av-
erage value inside the annulus and the noise measurement is
the standard deviation of values that lie inside the annulus.
The division of these two quantities gives the observed SNR.
Since the power spectrum is symmetric about the line
u,= —u, in frequency space, only the half annulus above the
line is used for the measurements. Figure 12 shows a typical
result for the signal-to-noise observed with the Stanford sys-
tem. It currently gives SNRs that are well below the expected
value from photon statistics, especially for higher count
rates. This result is not connected with the low detective
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FiG. 13—X-axis cuts through point source autocorrelations for real and
simulated data. The real data show fewer correlations at zero separation.

quantum efficiency of the system, since that is folded into
Eq. (10) by way of the variable n.

In order to investigate why the Stanford system performs
below the level of speckle photon statistics, we constructed a
computer program to model the speckle process and photo-
event detection with a MAMA detector. The portion of the
code that models the formation of speckles operates under
the assumption that the aperture function may be described
as a simple random phase screen that is linearly translated
across the telescope aperture as a function of time. The size
of coherent phase regions within the aperture is set by con-
volving the phase screen with an input kernel. The shape and
width of the kernel are determined by requiring that the see-
ing distribution is similar to that of real data. We also assume
monochromaticity and perfect optics. For the model of the
MAMA detector, we assume that 2.25 microchannels on av-
erage feed each detector pixel (the actual number for our
current detector is 2.26 in low-resolution decoding mode),
and that a microchannel takes some characteristic time 7y, to
recharge after an event has passed through it. This well-
‘known feature of MCPs leads to a phenomenon called chan-
nel saturation which depletes the charge available on a chan-
nel wall in the MCP at high light levels and lowers the
average gain of cvents. The program assumes that after an
event has passed through a channel, it is dead for a ime 7.
This assumption accounts for the physics of the MCPin a
very simple way which is only reasonable in the case of a
detector with a low gain-to-threshold ratio. If a detector has a
high gain-to-threshold ratio, then even though two events
may enter a channel very close in time and the second event
produces a lower gain output charge cloud, this may still fall
above the threshold level and be counted as an event. If the
detector has a low gain-to-threshold ratio, the likelihood that
the second count falls below the threshold is much higher.
Because our current MAMA detector has a very low modal
gain-to-threshold ratio (about 1.2), this assumption is a rea-
sonable first attempt to estimate the effect of channel satura-
tion on Stanford speckle data.

When the program is run with input parameters of no
motion of the phase screen within a frame, observing param-
eters similar to Lick Observatory data discussed above, and
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FiG. 14—Power spectrum signal-to-noise ratio as a function of frame inte-
gration time. (a) Real data of HD 119126, 6675 frames analyzed, (b) simu-
lated data for observing parameters similar to those of HD 119126, 1000
frames analyzed.

assuming a perfect detector with zero channel recharge time,
it produces simulated speckie data with SNRs that follow Eq.
(10) within statistical errors. When we compare a MAMA
data autocomelation for a particular point source (HD
119126) with a simulated data autocorrelation with the same
observational parameters including count rate (78 kHz), the
only significant difference between the two is at very smail
separations, where there are more correlations in the simu-
lated data. This is shown in Fig. 13. There are probably sev-
eral contributing factors to this effect, including the non-
monochromaticity of the MAMA data and slight
misalignment of the Risley prisms during the MAMA obser-
vation. Two other contributors, which we shall discuss in
more detail, are finite exposure time (which leads to motion
of the phase screen within a frame) and channel saturation of
the MCP.

Finite exposure time and optimal SNR have been dis-
cussed by, e.g., Dainty (1984). A finite frame exposure time
spreads speckles out over more pixels on the image plane,
decreasing the coherence of the speckle pattern. In an auto-
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FiG. 15—Signal-to-noise ratio as a function of spatial frequency for the
simulation of Fig. 14, normalized to 6675 frames. The real data values and
Miller formula values are plotted for comparison.

correlation function, this will result in fewer correlations at
zero or very small separations, which in turn will suppress
the high-frequency wing of the power spectrum. This indi-
cates that the frame integration time for a speckle observa-
tion should be chosen so that the speckle motion is small, but
if too short a frame time is chosen, frames become photon
starved and this also leads to a loss of SNR. The competition
between these two effects results in a particular frame time
that maximizes the SNR. When phase screen motion is added
into the above simulation of HD 119126, it decreases the
SNR in the power spectrum below the value predicted by Eq.
(10). Figure 14 shows real and simulated data SNR as a
function of frame integration time while Fig. 15 compares
the result for the simulation’s maximal SNR with the Miller
formula [Eq. (10)]. The effect probably contributes to the
loss of SNR in the MAMA data discussed above, but the
simulation indicates that it is not large enough to fully ex-
plain the discrepancy between the MAMA data and the
Miller formula.

Channel saturation is also a mechanism that can decrease
the number of correlations at small separation. If two counts
enter a particular microchannel one after the other, the sec-
ond count will have a low-gain output pulse if it enters the
channel before it has had sufficient time to recharge. The
count may fall below the electronic threshold of event detec-
tion, and the loss of the such counts means the loss of cor-
relations at zero separation. By taking our simulation of HD
119126 and varying the channel recharge time, we were able
to study how this loss of counts affects the power spectrum
SNR for the Lick observing parameters. The result is shown
in Fig. 16. The reason that the simulation results do not
match the Miller formula at zero channel recharge time is
because of phase screen motion within frames. What is clear
from Fig. 16 is that even channel recharge time constants of
1 ms or less significantly decrease the signal-to-noise of the
power spectrum. Figure 17 shows the percentage of counts
lost as a function of the channel recharge time. Only a few
percent of the counts are lost, but the effect on the SNR of
the high-frequency region of the power spectrum is substan-
tial since the mechanism selectively throws out counts that
would be recorded in the same pixel as detected events.
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FiG. 16—The power spectrum signal-to-noise ratio {(at 1/2 the diffraction
limit) as a function of channel recharge time for the simulation of HD
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parison.

We have measured the channel recharge time for our cur-
rent MAMA detector in the laboratory using the saturation
detection efficiency method described in Slater (1991), and
the value we obtained was 0.683+0.165 ms. According to
the simulation results, we can expect that the SNR in the
power spectrum of HD 119126 is decreased by about a factor
of 1.5-2.0 due to this detector effect alone. HD 119126 had
an observed count rate in between those of HD 161833 and
HD 115995, the binaries discussed in detail in Sec. 4. We
have completed several other simulations, all of which sug-
gest that channel saturation is a major contributor to the loss
of SNR in MAMA detector data of the brighter Lick sources
(>50 kHz).

6. CONCLUSIONS

We have presented some of the first speckle image recon-
structions made from data taken with the Stanford University
speckle interferometry system. On subarcsecond binary stars,
we have obtained separations and position angles that are in
excellent agreement with the measurements of other investi-
gators and have typical astrometric uncertainties of a couple
of hundredths of an arcsecond. The main component of these
uncertainties is due to the plate scale measure.
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Fic. 17—The percentage of counts detected as a function of the channel
recharge time from model data.
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The reconstructed images presented here are severely lim-
ited by two detector effects. First, the quantum efficiency of
the photocathode used with the current Stanford system is a
factor of 2 to 3 lower than other speckle imaging systems
currently in use. Secondly, due to the inferior properties of
the MCP in the current MAMA detector, it is susceptible to
channel saturation even at count rates under 100 kHz. A
simple model predicts that an MCP with low gain-to-
threshold ratio and channe! recharge time similar to that of
our MAMA detector lowers the SNR of a 78 kHz point
source by a factor of 1.5 to 2.0, even though the percentage
of counts missed by the detector is less than 4%.
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